
Over the next decade, artificial intelligence (AI), automation 
powered by AI, and other emerging technologies will play 

an increasingly larger role in the global economy. 

The McKinsey Global Institute (MGI) estimates “between 
400 million and 800 million individuals could be displaced by 
automation and need to find new jobs by 2030 around the world, 
based on our midpoint and earliest (that is, the most rapid) auto-
mation adoption scenarios.”1

AI will also have an outsized impact on numerous other parts 
of American life. For example, AI is already being utilized to 
help determine criminal sentencing decisions, and it’s starting to 
revolutionize the way schools educate their children.2,3

Although artificial intelligence has the potential to dramatically 
improve Americans’ quality of life, it could also be used as a tool 
by activists, academics, and big corporations to radically trans-
form society, making AI one of the biggest threats to freedom in 
the world today.

Introducing Bias

Artificial intelligence systems can analyze data, discover 
important patterns, and answer complex questions on a scale that 
far surpasses humans’ abilities. But AI can also produce heavily 
biased results, depending on its design and the data being 
utilized.

Some left-wing activists, technology companies, and politicians 
want to embed AI with social justice metrics and goals—includ-
ing environmental, social, and governance (ESG) scores—to 
alter the United States’s economy, institutions, and culture. They 
can accomplish this task by ensuring that algorithms favor, disfa-
vor, or exclude certain information, or by changing data before 
using it to train an AI system. In many cases, activists claim such 
a strategy is necessary to ensure that existing systemic biases, 
especially those related to race, do not make their way into 
emerging AI models.4

The growing movement to fashion AI so that it provides results 
favored by elites and left-wing activists poses substantial threats 
to liberty. If AI models are rigged to benefit some groups over 
others, a significant reduction in freedom, at least for some 
groups, will surely follow. For example, some criminals could 
receive harsher or more lenient punishments than others because 
of algorithmic biases. Similarly, some loan applicants could be 
denied access to capital to help ensure that a larger social-engi-
neering goal is accomplished. 

In these cases, and many others, the users and potential victims 
of AI technology might never understand why an AI system 
made the recommendation that it did, creating immense confu-
sion, frustration, and skepticism of AI.
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Talking Points: The Problem

	 AI is becoming increasingly more popular, both within 
public institutions and the private sector.

	 AI is now being used by many schools, banks, Wall 
Street firms, and even criminal justice systems.

	 AI designers are under pressure from big corporations 
and investors, left-wing activists, and governments, in-
cluding the Biden administration, to embed AI systems 
with ESG and other social justice goals. 

	 This is evidenced by President Biden’s recent calls for 
“Algorithmic Discrimination Protections” in his AI Bill 
of Rights.

	 The purpose of this strategy is to transform society by 
manipulating AI systems and the data that they depend 
upon.

	 Academic journal Public Choice published in Au-
gust 2023 a robust study of potential political bias in 
ChatGPT, a widely used AI program that helps users dis-
cover new information available on the internet. The re-
searchers found, “Our battery of tests indicates a strong 
and systematic political bias of ChatGPT, which is clear-
ly inclined to the left side of the political spectrum.”

Talking Points: The Solutions

	 State lawmakers could pass bills that ban state and local 
agencies from using AI systems that have been altered 
to promote an ideological agenda, or that rely on manip-
ulated datasets.

	 State policymakers could enact new rules or revise ex-
isting processes to ensure that financial institutions, in-
cluding banks and insurance companies, are not embed-
ding AI systems with ESG scoring metrics to unjustly 
favor some customers over others. 

	 Lawmakers could ban state and local criminal justice 
systems from using AI to help with sentencing decisions.

	 AI could be banned from government-run schools or 
severely limited. Until AI designers pledge that they 
will not use AI to advance left-wing ideological goals, 
as well as remove all existing biases that might exist, it 
makes little sense to include AI in classrooms.

AI and ESG: How Artificial 
Intelligence Is Being Designed 
to Advance Left-Wing Goals

POLICY TIP SHEET



Manipulating AI

Despite the dangers associated with embedding AI systems 
with ESG and other social justice metrics, many politicians are 
advocating for substantial AI manipulation, including the Biden 
administration.

In October 2022, the White House released a “Blueprint for an 
AI Bill of Rights.” The AI Bill of Rights includes a troubling 
section titled “Algorithmic Discrimination Protections,” which 
reads in part, “Algorithmic discrimination occurs when automat-
ed systems contribute to unjustified different treatment or impacts 
disfavoring people based on their race” and other factors.5 In 
other words, if AI isn’t producing equitable outcomes, then it’s 
guilty of “discrimination.”

Among other things, the White House wants AI designers to use 
“proactive equity assessments as part of the system design,” a 
move that would deliberately bias AI to achieve social or eco-
nomic goals favored by President Biden.6

Some of the most powerful institutions on Wall Street appear to 
agree with the White House’s approach. Institutional Shareholder 
Services (ISS)—one of only two massive proxy advisory firms 
widely used by the nation’s biggest institutional investors (Glass 
Lewis is the other)—noted in a June 2023 report, “A primary 
way to improve AI model fairness is the specification of fair-
ness-aware algorithms. This means that in addition to other objec-
tives, such as predicting high job performance, user engagement, 
or other successful outcomes, the model also factors in fairness 
metrics such as gender balance. These constraints encourage 
predictions that are equitable across certain protected attributes, 
thereby mitigating discrimination.”7

Existing data seems to show that these attitudes have already 
made their way into many popular AI platforms. For example, ac-
ademic journal Public Choice published in August 2023 a robust 
study of potential political bias in ChatGPT, a widely used AI 
program that helps users discover new information available on 
the internet. The researchers found, “Our battery of tests indicates 
a strong and systematic political bias of ChatGPT, which is clear-
ly inclined to the left side of the political spectrum.”8

 

Policy Recommendations

Policymakers seeking to ensure that AI systems used in their 
states produce truly unbiased results—rather than results that are 
embedded with an ESG-aligned, social justice agenda—have a 
wide range of options.

First, state lawmakers could pass bills that ban state and local 
agencies from using AI systems that have been altered to promote 
an ideological agenda, or that rely on manipulated datasets. If AI 
models are going to be used by governments—and there are nu-
merous cases where they certainly could be—then those govern-
ments ought to be required to guarantee that the AI systems that 
they rely upon are built and operated objectively. Mathematics 
and objective data, not political or social ideology, should be the 
foundation of all government AI systems. 

Second, state policymakers could enact new fair access rules or re-
vise existing processes to ensure that financial institutions, including 
banks and insurance companies, are not embedding AI systems with 
ESG scoring metrics to unjustly favor some customers over others.

It’s also important to note that many existing fair access banking 
and insurance rules would likely address numerous concerns 
outlined in this Tip Sheet, regardless of whether they mention 
AI explicitly. Banks and insurance companies generally cannot 
escape regulatory burdens by turning to AI systems. They are 
obligated to ensure their use of AI is in line with federal and state 
laws. Thus, if a state requires fair access, financial institutions’ AI 
systems must be in compliance with fair access guidelines.

Third, lawmakers could ban state and local criminal justice sys-
tems from using AI to help with sentencing decisions. Although 
humans are also capable of introducing bias into criminal sen-
tencing, the dangers associated with utilizing AI for this import-
ant purpose are far too great to ignore. 

Fourth, AI could be banned from government-run schools or se-
verely limited. Until AI designers pledge that they will not use AI to 
advance left-wing ideological goals, as well as remove all existing 
biases that might exist, it makes little sense to include AI in class-
rooms. A detailed review of all education-related AI systems used in 
a given state is warranted and likely a good first step in this area.
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