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About This Report

As a key input into the Fourth National Climate Assessment (NCA4), the U.S. Global Change
Research Program (USGCRP) oversaw the production of this special, stand-alone report of the
state of science relating to climate change and its physical impacts.

This report is designed to be an authoritative assessment of the science of climate change, with a
focus on the United States, to serve as the foundation for efforts to assess climate-related risks
and inform decision-making about responses. In accordance with this purpose, it does not
include an assessment of literature on climate change mitigation, adaptation, economic valuation,
or societal responses, nor does it include policy recommendations.

The Climate Science Special Report (CSSR) serves several purposes for NCA4, including
providing 1) an updated detailed analysis of the findings of how climate change is affecting
weather and climate across the United States; 2) an executive summary that will be used as the
basis for the science summary of NCA4; and 3) foundational information and projections for
climate change, including extremes, to improve “end-to-end” consistency in sectoral, regional,
and resilience analyses for NCA4. As an assessment and analysis of the science, this report
provides important input to the development of NCA4 and its primary focus on the human
welfare, societal, economic and environmental elements of climate change.

Much of this report is written at a level more appropriate for a scientific audience, though the
Executive Summary is designed to be accessible to a broader audience.

Report Development, Review, and Approval Process

The National Oceanic and Atmospheric Administration (NOAA) served as the administrative
lead agency for the preparation of this report. The Federal Science Steering Committee (SSC)'
comprises representatives from four agencies (NOAA, the National Aeronautics and Space
Administration [NASA], the Department of Energy [DOE], and the Environmental Protection
Agency [EPA]), the U.S. Global Change Research Program (USGCRP),” and three Coordinating
Lead Authors, all of whom were Federal employees during the development of this report.
Following a public notice for author nominations in March 2016, the SSC selected the writing
team, consisting of scientists representing Federal agencies, national laboratories, universities,

' The Science Steering Committee is a federal advisory committee that oversees the production of the CSSR.

* The USGCRP is made up of 13 Federal departments and agencies that carry out research and support the Nation’s
response to global change. The USGCRP is overseen by the Subcommittee on Global Change Research (SGCR) of
the National Science and Technology Council’s Committee on Environment, Natural Resources, and Sustainability
(CENRS), which in turn is overseen by the White House Office of Science and Technology Policy (OSTP). The
agencies within USGCRP are the Department of Agriculture, the Department of Commerce (NOAA), the
Department of Defense, the Department of Energy, the Department of Health and Human Services, the Department
of the Interior, the Department of State, the Department of Transportation, the Environmental Protection Agency,
the National Aeronautics and Space Administration, the National Science Foundation, the Smithsonian Institution,
and the U.S. Agency for International Development.

Subject to Final Copyedit 1 28 June 2017
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and the private sector. Contributing Authors were requested to provide special input to the Lead
Authors to help with specific issues of the assessment.

The first Lead Author Meeting was held in Washington, DC in April 2016, to refine the outline
contained in the SSC-endorsed prospectus and to make writing assignments. Over the course of
16 months, 6 CSSR drafts were generated, with each successive iteration—from zero-order to
fifth-order drafts —undergoing additional expert review, as follows: (i) by the writing team itself
(13-20 June 2016); (ii) by the SSC convened to oversee report development (29 July—18 August
2016); (ii1) by the technical agency representatives (and designees) comprising the
Subcommittee on Global Change Research (SGCR, 3—14 October 2016); (iv) by the SSC and
technical liaisons again (5—13 December 2016); (v) by the general public during the Public
Comment Period (15 December 20163 February 2017) and an expert panel convened by the
National Academies of Sciences (NAS, 21 December 2016—13 March 2017); and (vi) by the
SGCR again (3-24 May 2017) to confirm the Review Editor conclusions that all public and NAS
comments were adequately addressed. In October 2016, an 11-member core writing team was
tasked with capturing the most important CSSR key findings and generating an Executive
Summary. Two additional Lead Authors Meetings were held after major review milestones to
facilitate chapter team deliberations and consistency: 2—4 November 2016 (Boulder, CO) and
21-22 April 2017 (Asheville, NC). Literature cutoff dates were enforced, with all cited material
published by June 2017. The final (fifth-order) draft including the Executive Summary was
compiled in June 2017, and submitted to the Office of Science and Technology Policy (OSTP).
OSTP is responsible for the Federal clearance process prior to final report production and public
release.

The Sustained National Climate Assessment

The Climate Science Special Report has been developed as part of the USGCRP’s sustained
National Climate Assessment (NCA) process. This process facilitates continuous and transparent
participation of scientists and stakeholders across regions and sectors, enabling new information
and insights to be assessed as they emerge. The Climate Science Special Report is aimed at a
comprehensive assessment of the science underlying the changes occurring in Earth’s climate
system, with a special focus on the United States.

Sources Used in this Report

The findings in this report are based on a large body of scientific, peer-reviewed research, as well
as a number of other publicly available sources, including well-established and carefully
evaluated observational and modeling datasets. The team of authors carefully reviewed these
sources to ensure a reliable assessment of the state of scientific understanding. Each source of
information was determined to meet the four parts of the internal quality assurance guidance
provided to authors (following the approach from NCA3): 1) utility, 2) transparency and
traceability, 3) objectivity, and 4) integrity and security. Report authors assessed and synthesized

Subject to Final Copyedit 2 28 June 2017
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information from peer-reviewed journal articles, technical reports produced by Federal agencies,
scientific assessments (such as the rigorously-reviewed international assessments from the
Intergovernmental Panel on Climate Change; IPCC 2013), reports of the National Academy of
Sciences and its associated National Research Council, and various regional climate impact
assessments, conference proceedings, and government statistics (such as population census and
energy usage).

Subject to Final Copyedit 3 28 June 2017
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Guide to the Report

The following subsections describe the format of the Climate Science Special Report and the
overall structure and features of the chapters.

Executive Summary

The Executive Summary describes the major findings from the Climate Science Special Report.
It summarizes the overall findings and includes some key figures and additional bullet points
covering overarching and especially noteworthy conclusions. The Executive Summary and the
majority of the Key Findings are written to be accessible to a wide range of audiences.

Chapters

Key Findings and Traceable Accounts

Each topical chapter includes Key Findings, which are based on the authors’ expert judgment of
the synthesis of the assessed literature. Each Key Finding includes a confidence statement and, as
appropriate, framing of key scientific uncertainties, so as to better support assessment of climate-
related risks. (See “Documenting Uncertainty” below).

Each Key Finding is also accompanied by a Traceable Account that documents the supporting
evidence, process, and rationale the authors used in reaching these conclusions and provides
additional information on sources of uncertainty through confidence and likelihood statements.
The Traceable Accounts can be found at the end of each chapter.

Regional Analyses

Throughout the report, the regional analyses of climate changes for the United States are based
on 10 different regions as shown in Figure 1. There are differences from the regions used in the
Third National Climate Assessment (Melillo et al. 2014): 1) the Great Plains are split into the
Northern Great Plains and Southern Great Plains; and 2) The U.S. islands in the Caribbean are
analyzed as a separate region apart from the Southeast.

Chapter Text

Each chapter assesses the state of the science for a particular aspect of the changing climate. The
first chapter gives a summary of the global changes occurring in the Earth’s climate system. This
is followed in Chapter 2 by a summary of the scientific basis for climate change. Chapter 3 gives
an overview of the processes used in the detection and attribution of climate change and
associated studies using those techniques. Chapter 4 then discusses the scenarios for greenhouse
gases and particles and the modeling tools used to study future projections. Chapters 5 through 9
primarily focus on physical changes in climate occurring in the United States, including those
projected to occur in the future. Chapter 10 provides a focus on land use change and associated

Subject to Final Copyedit 4 28 June 2017
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feedbacks on climate. Chapter 11 addresses changes in Alaska in the Arctic, and how the latter
affects the United States. Chapters 12 and 13 discuss key issues connected with sea level rise and
ocean changes, including ocean acidification, and their potential effects on the United States.
Finally, Chapters 14 and 15 discuss some important perspectives on how mitigation activities
could affect future changes in climate and provide perspectives on what surprises could be in
store for the changing climate beyond the analyses already covered in the rest of the assessment.

Throughout the report, results are presented in American units (e.g., degree Fahrenheit) as well
as in the International System of Units (e.g., degrees Celsius).

Reference time periods for graphics

There are many different types of graphics in the Climate Science Special Report. Some of the
graphs in this report illustrate historical changes and future trends in climate compared to some
reference period, with the choice of this period determined by the purpose of the graph and the
availability of data. The scientific community does not have a standard set of reference time
periods for assessing the science, and these tend to be chosen differently for different reports and
assessments. Some graphics are pulled from other studies using different time periods.

Where graphs were generated for this report (those not based largely on prior publications), they
are mostly based on one of two reference periods. The 1901-1960 reference period is
particularly used for graphs that illustrate past changes in climate conditions, whether in
observations or in model simulations. This 60-year time period was also used for analyses in the
Third National Climate Assessment (NCA3; Melillo et al. 2014). The beginning date was chosen
because earlier historical observations are generally considered to be less reliable. Thus, a
number of the graphs in the report are able to highlight the recent, more rapid changes relative to
the early part of the century (the reference period) and also reveal how well the climate models
simulate observed changes. In this report, this time period is used as the base period in most
maps of observed trends and all time-varying, area-weighted averages that show both observed
and projected quantities. For the observed trends, 19862015 is generally chosen as the most
recent 30-year period (2016 data was not fully available until late in our development of the
assessment).

The other commonly used reference period in this report is 1976-2005. The choice of a 30-year
period is chosen to account for natural variations and to have a reasonable sampling in order to
estimate likelihoods of trends in extremes. This period is consistent with the World
Meteorological Organization’s recommendation for climate statistics. This period is used for
graphs that illustrate projected changes simulated by climate models. The purpose of these
graphs is to show projected changes compared to a period that allows stakeholders and decision
makers to base fundamental planning and decisions on average and extreme climate conditions
in a non-stationary climate; thus, a recent available 30-year period was chosen (Arguez and Vose
2011). The year 2005 was chosen as an end date because the historical period simulated by the

Subject to Final Copyedit 5 28 June 2017
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models used in this assessment ends in that year.

For future projections, 30-year periods are again used for consistency. Projections are centered
around 2030, 2050, and 2085 with an interval of plus and minus 15 years (for example, results
for 2030 cover the period 2015-2045); Most model runs used here only project out to 2100 for
future scenarios, but where possible, results beyond 2100 are shown. Note that these time periods
are different than those used in some of the graphics in NCA3. There are also exceptions for
graphics that are based on existing publications.

For global results that may be dependent on findings from other assessments (such as those
produced by the Intergovernmental Panel on Climate Change, or IPCC), and for other graphics
that depend on specific published work, the use of other time periods was also allowed, but an
attempt was made to keep them as similar to the selected periods as possible. For example, in the
discussion of radiative forcing, the report uses the standard analyses from IPCC for the industrial
era (1750 to 2011) (following IPCC 2013a). And, of course, the paleoclimatic discussion of past
climates goes back much further in time.

Model Results: Past Trends and Projected Futures

The NCA3 included global modeling results from both the CMIP3 (Coupled Model
Intercomparison Project, 3rd phase) models used in the 2007 international assessment (IPCC
2007) and the CMIP5 (Coupled Model Intercomparison Project, Phase 5) models used in the
more recent international assessment (IPCC 2013a). Here, the primary resource for this
assessment is the more recent global model results and associated downscaled products from
CMIPS5. The CMIP5 models and the associated downscaled products are discussed in Chapter 4:
Projections.

Treatment of Uncertainties: Likelihoods, Confidence, and Risk Framing

Throughout this report’s assessment of the scientific understanding of climate change, the
authors have assessed to the fullest extent possible the state-of-the-art understanding of the
science resulting from the information in the scientific literature to arrive at a series of findings
referred to as Key Findings. The approach used to represent the extent of understanding
represented in the Key Findings is done through two metrics:

e Confidence in the validity of a finding based on the type, amount, quality, strength, and
consistency of evidence (such as mechanistic understanding, theory, data, models, and expert
judgment); the skill, range, and consistency of model projections; and the degree of
agreement within the body of literature.

e Likelihood, or probability of an effect or impact occurring, is based on measures of
uncertainty expressed probabilistically (in other words, based on the degree of understanding
or knowledge, e.g., resulting from evaluating statistical analyses of observations or model
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results or on expert judgment).

The terminology used in the report associated with these metrics is shown in Figure 2. This
language is based on that used in NCA3 (Melillo et al. 2014), the IPCC’s Fifth Assessment
Report (IPCC 2013a), and most recently the USGCRP Climate and Health assessment (USGCRP
2016). Wherever used, the confidence and likelihood statements are italicized.

Assessments of confidence in the Key Findings are based on the expert judgment of the author
team. Authors provide supporting evidence for each of the chapter’s Key Findings in the
Traceable Accounts. Confidence is expressed qualitatively and ranges from low confidence
(inconclusive evidence or disagreement among experts) to very high confidence (strong evidence
and high consensus) (see Figure 2). Confidence should not be interpreted probabilistically, as it
is distinct from statistical likelihood. See chapter 1 in [IPCC (2013a) for further discussion of this
terminology.

In this report, likelihood is the chance of occurrence of an effect or impact based on measures of
uncertainty expressed probabilistically (in other words, based on statistical analysis of
observations or model results or on expert judgment). The authors used expert judgment based
on the synthesis of the literature assessed to arrive at an estimation of the likelihood that a
particular observed effect was related to human contributions to climate change or that a
particular impact will occur within the range of possible outcomes. Model uncertainty is an
important contributor to uncertainty in climate projections, and includes, but is not restricted to,
the uncertainties introduced by errors in the model's representation of the physical and bio-
geochemical processes affecting the climate system as well as in the model's response to external
forcing (IPCC 2013a).

Where it is considered justified to report the likelihood of particular impacts within the range of
possible outcomes, this report takes a plain-language approach to expressing the expert judgment
of the chapter team, based on the best available evidence. For example, an outcome termed
“likely” has at least a 66% chance of occurring (in other words, a likelihood greater than about 2
of 3 chances); an outcome termed “very likely,” at least a 90% chance (or more than 9 out of 10
chances). See Figure 2 for a complete list of the likelihood terminology used in this report.

Traceable Accounts for each Key Finding 1) document the process and rationale the authors used
in reaching the conclusions in their Key Finding, 2) provide additional information to readers
about the quality of the information used, 3) allow traceability to resources and data, and 4)
describe the level of likelihood and confidence in the Key Finding. Thus, the Traceable Accounts
represent a synthesis of the chapter author team’s judgment of the validity of findings, as
determined through evaluation of evidence and agreement in the scientific literature. The
Traceable Accounts also identify areas where data are limited or emerging. Each Traceable
Account includes 1) a description of the evidence base, 2) major uncertainties, and 3) an
assessment of confidence based on evidence.
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All Key Findings include a description of confidence. Where it is considered scientifically
justified to report the likelihood of particular impacts within the range of possible outcomes, Key
Findings also include a likelihood designation.

Confidence and likelihood levels are based on the expert judgment of the author team. They
determined the appropriate level of confidence or likelihood by assessing the available literature,
determining the quality and quantity of available evidence, and evaluating the level of agreement
across different studies. Often, the underlying studies provided their own estimates of uncertainty
and confidence intervals. When available, these confidence intervals were assessed by the
authors in making their own expert judgments. For specific descriptions of the process by which
the author team came to agreement on the Key Findings and the assessment of confidence and
likelihood, see the Traceable Accounts in each chapter.

In addition to the use of systematic language to convey confidence and likelihood information,
this report attempts to highlight aspects of the science that are most relevant for supporting the
assessment (for example, in the upcoming Fourth National Climate Assessment) of key societal
risks posed by climate change. This includes attention to trends and changes in the tails of the
probability distribution of future climate change and its proximate impacts (for example, on sea
level or temperature and precipitation extremes) and on defining plausible bounds for the
magnitude of future changes, since many key risks are disproportionately determined by
plausible low-probability, high-consequence outcomes. Therefore, in addition to presenting the
expert judgment on the “most likely” range of projected future climate outcomes, where
appropriate, this report also provides information on the outcomes lying outside this range which
nevertheless cannot be ruled out, and may therefore be relevant for assessing overall risk. In
some cases, this involves an evaluation of the full range of information contained in the
ensemble of climate models used for this report, and in other cases will involve the consideration
of additional lines of scientific evidence beyond the models.

Complementing this use of risk-focused language and presentation around specific scientific
findings in the report, Chapter 15: Potential Surprises provides an overview of potential low
probability/high consequence “surprises” resulting from climate change, including thresholds,
also called tipping points, in the climate system and the compounding effects of multiple,
interacting climate change impacts whose consequences may be much greater than the sum of
the individual impacts. Chapter 15 also highlights critical knowledge gaps that determine the
degree to which such high-risk tails and bounding scenarios can be precisely defined, including
missing processes and feedbacks that make it more likely than not that climate models currently
underestimate the potential for high-end changes, reinforcing the need to look beyond the central
tendencies of model projections to meaningfully assess climate change risk.
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Northwest Northern
Great/Plains

Southwest

Hawai'i
and
Pacific Islands

Southern
Great Plains

-

Caribbean

Figure 1. Map of the ten regions of the United States used throughout the Climate Science
Special Report. Regions are similar to that used in the Third National Climate Assessment except
that 1) the Great Plains are split into the Northern Great Plains and Southern Great Plains, and 2)

the Caribbean islands have been split from the Southeast region. (Figure source: adapted from
Melillo et al. 2014).
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Confidence Level Likelihood

Very High Virtually Certain

Strong evidence (established
theory, multiple sources, consistent
results, well documented and
accepted methods, etc.), high
consensus

99%-100%

Extremely Likely

95%-100%

Moderate evidence (several sourc- S L

es, some consistency, methods 90%-100%
vary and/or documentation limited,
etc.), medium consensus

66%-100%
Suggestive evidence (a few sourc-

es, limited consistency, models About as Likely as Not
incomplete, methods emerging,
etc.), competing schools of thought 33%-66%
Low

Inconclusive evidence (limited
sources, extrapolations, inconsis-
tent findings, poor documentation
and/or methods not tested, etc.),
disagreement or lack of opinions 0%-10%
among experts

0%-33%

Very Unlikely

Extremely Unlikely

0%—-5%

Exceptionally Unlikely

0%-1%

Figure 2. Confidence levels and likelihood statements used in the report. (Figure source: adapted
from USGCRP 2016 and IPCC 2013 (likelihoods use the broader range from the IPCC
assessment). As an example, a 66%—-100% probability can be interpreted as a likelihood of more
than 2 out of 3 chances for this certainty.
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Executive Summary
Introduction

New observations and new research have increased our understanding of past, current, and
future climate change since the Third U.S. National Climate Assessment (NCA3) was
published in May 2014. This Climate Science Special Report (CSSR) is designed to capture
that new information and build on the existing body of science in order to summarize the
current state of knowledge and provide the scientific foundation for the Fourth National
Climate Assessment (NCA4).

Since NCA3, stronger evidence has emerged for continuing, rapid, human-caused warming of
the global atmosphere and ocean. This report concludes that “it is extremely likely that human
influence has been the dominant cause of the observed warming since the mid-20th century.
For the warming over the last century, there is no convincing alternative explanation
supported by the extent of the observational evidence.”

The last few years have also seen record-breaking, climate-related weather extremes, the three
warmest years on record for the globe, and continued decline in arctic sea ice. These trends
are expected to continue in the future over climate (multidecadal) timescales. Significant
advances have also been made in our understanding of extreme weather events and how they
relate to increasing global temperatures and associated climate changes. Since 1980, the cost
of extreme events for the United States has exceeded $1.1 trillion, therefore better
understanding of the frequency and severity of these events in the context of a changing
climate is warranted.

Periodically taking stock of the current state of knowledge about climate change and putting
new weather extremes, changes in sea ice, increases in ocean temperatures, and ocean
acidification into context ensures that rigorous, scientifically-based information is available to
inform dialogue and decisions at every level. Most of this special report is intended for those
who have a technical background in climate science and to provide input to the authors of
NCAA4. In this Executive Summary, green boxes present highlights of the main report. These
are followed by related points and selected figures providing more scientific details. The
summary material on each topic presents the most salient points of chapter findings and
therefore represents only a subset of the report’s content. For more details, the reader is
referred to the individual chapters. This report discusses climate trends and findings at several
scales: global, nationwide for the United States, and for ten specific U.S. regions (shown in
Figure 1 in the Guide to the Report). A statement of scientific confidence also follows each
point in the Executive Summary. The confidence scale is described in the Guide to the Report.
At the end of the Executive Summary and in Chapter 1: Our Globally Changing Climate,
there is also a summary box highlighting the most notable advances and topics since NCA3
and since the 2013 Intergovernmental Panel on Climate Change (IPCC) report.
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Global and U.S. Temperatures Continue to Rise

Long-term temperature observations are among the most consistent and widespread evidence
of a warming planet. Temperature (and, above all, its local averages and extremes) affects
agricultural productivity, energy use, human health, water resources, infrastructure, natural
ecosystems, and many other essential aspects of society and the natural environment. Recent
data adds to the weight of evidence for rapid global-scale warming, the dominance of human
causes, and the expected continuation of increasing temperatures, including more record-
setting extremes. (Ch.1)

Changes in Observed and Projected Global Temperature

="

e global, long-term, and unambiguous warming trend has continued during
recent years. Since the last National Climate Assessment was published, 2014
became the warmest year on record globally; 2015 surpassed 2014 by a wide
margin; and 2016 surpassed 2015. Sixteen of the last 17 years are the warmest
years on record for the globe. (Ch.1; Fig ES.1)

\

~

J

e Global annual-average temperature (as calculated from instrumental records over both
land and oceans) has increased by more than 1.2°F (0.7°F) for the period 19862016
relative to 1901-1960; the linear regression change over the entire period from 1901-
2016 1s 1.8°F (1.0°C) (very high confidence; Fig. ES.1). Longer-term climate records
over past centuries and millennia indicate that average temperatures in recent decades

over much of the world have been much higher, and have risen faster during this time
period, than at any time in the past 1,700 years or more, the time period for which the
global distribution of surface temperatures can be reconstructed (high confidence).

(Ch.1)
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Figure ES.1 Global Temperatures Continue to Rise

Left: Global annual average temperature has increased by more than 1.2°F (0.7°C) for the period
1986-2016 relative to 1901-1960. Red bars show temperatures that were above the 1901-1960
average, and blue bars indicate temperatures below the average. Right: Surface temperature change (in
°F) for the period 1986-2016 relative to 1901-1960. Grey indicates missing data. From Figures 1.2.
and 1.3 in Ch.1.

e Many lines of evidence demonstrate that it is extremely likely that human influence has
been the dominant cause of the observed warming since the mid-20th century. Over
the last century, there are no convincing alternative explanations supported by the
extent of the observational evidence. Solar output changes and internal natural
variability can only contribute marginally to the observed changes in climate over the
last century, and we find no convincing evidence for natural cycles in the
observational record that could explain the observed changes in climate. (Very high
confidence) (Ch.1)

e The likely range of the human contribution to the global mean temperature increase
over the period 1951-2010 1s 1.1° to 1.4°F (0.6° to 0.8°C), and the central estimate of
the observed warming of 1.2°F (0.65°C) lies within this range (high confidence). This
translates to a likely human contribution of 92%-123% of the observed 1951-2010
change. The likely contributions of natural forcing and internal variability to global
temperature change over that period are minor (high confidence). (Ch.3; Fig ES.2)

e Natural variability, including El Nifio events and other recurring patterns of ocean—
atmosphere interactions, impact temperature and precipitation, especially regionally,
over timescales of months to years. The global influence of natural variability,

however, 1s limited to a small fraction of observed climate trends over decades. (Very
high confidence) (Ch.1)

3.5

3.0 1

2.5 A

2.0 -

1.5 -

1.0 A1

0.5 A

Radiative Forcing (W/m?), 1750-2011

Human-caused Solar Volcanic

Subject to Final Copyedit 14 28 June 2017



O 00 1 O\ B W N =

e e e e
N NN BRW N = O

18
19
20
21
22
23
24
25
26

27
28
29
30

31

32
33
34
35
36
37
38
39
40

CSSR 50D: FINAL CLEARANCE Executive Summary

Figure ES.2 Human Activities Are the Primary Driver of Recent Global Temperature
Rise

Global annual average radiative forcing change from 1750 to 2011 due to human activities, changes in
total solar irradiance, and volcanic emissions. Black bars indicate the uncertainty in each. Radiative
forcing is a measure of the influence a factor (such as greenhouse gas emissions) has in changing the
global balance of incoming and outgoing energy. Over this time period, solar forcing has oscillated on
approximately an 11-year cycle between 0.11 and +0.19 W/m?. Radiative forcing due to volcanic
emissions is always negative (cooling) and can be very large immediately following significant
eruptions but is short-lived. Over the industrial era, the largest volcanic forcing followed the eruption
of Mt. Tambora in 1815 ( 11.6 W/m?). This forcing declined to 4.5 W/m? in 1816, and to near-zero
by 1820. Forcing due to human activities, in contrast, has becoming increasingly positive (warming)
since about 1870, and has grown at an accelerated rate since about 1970. Radiative forcings greater
than zero (positive forcings) produce climate warming; forcings less than zero (negative forcings)
produce climate cooling. There are also natural variations in temperature and other climate variables
which operate on annual to decadal time-scales. This natural variability contributes very little to
climate trends over decades and longer. Simplified from Figure 2.6 in Chapter 2. See Chapter 2 for
move details.

e Global climate is projected to continue to change over this century and beyond. The
magnitude of climate change beyond the next few decades will depend primarily on
the amount of greenhouse (heat-trapping) gases emitted globally and on the remaining
uncertainty in the sensitivity of Earth’s climate to those emissions (very high
confidence). With significant reductions in the emissions of greenhouse gases,
the global annually averaged temperature rise could be limited to 3.6°F (2°C) or less.
Without major reductions in these emissions, the increase in annual average global
temperatures relative to pre-industrial times could reach 9°F (5°C) or more by the end
of this century. (Ch.1; Fig ES.3)

e If greenhouse gas concentrations were stabilized at their current level, existing
concentrations would commit the world to at least an additional 1.1°F (0.6°C) of
warming over this century relative to the last few decades (high confidence in
continued warming, medium confidence in amount of warming. (Ch.4)

Sidebar: Scenarios Used in this Assessment

Projections of future climate conditions use a range of plausible future scenarios. Consistent
with previous practice, this assessment relies on scenarios generated for the
Intergovernmental Panel on Climate Change (IPCC). The IPCC completed its last assessment
in 2013-2014, and its projections were based on updated scenarios, namely four
“representative concentration pathways” (RCPs). The RCP scenarios are numbered according
to changes in radiative forcing in 2100 relative to preindustrial conditions: +2.6, +4.5, +6.0
and +8.5 watts per square meter (W/m?). Radiative forcing is a measure of the influence a
factor (such as greenhouse gas emissions) has in changing the global balance of incoming and
outgoing energy. Greenhouse gases (GHGs) in the atmosphere absorb most of the outgoing
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radiation, leading to a warming of the surface and atmosphere. Though multiple emissions
pathways could lead to the same 2100 radiative forcing value, an associated pathway of
CO; and other human-caused emissions of greenhouse gases, aerosols, and air pollutants has
been selected for each RCP. RCP8.5 implies a future with continued high emissions growth,
whereas the other RCPs represent different pathways of mitigating emissions. Figure ES.3
shows these emission pathways and the corresponding projected changes in global
temperature.

Projected Annual

Gidbal:Carbon Efissions Projected Global Temperatures

30 10
— High Scenario (RCP8.9) RCP8.5
25+ — Mid-high Scenario (RCP6.0) 8 RCP4.5
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Figure ES.3. Greater Emissions Lead to Significantly More Warming.

The two panels above show annual historical and a range of plausible future carbon emissions in units
of gigatons of carbon (GtC) per year (left) and the historical observed and future temperature change
that would result for a range of future scenarios relative to the 1901-1960 average, based on the
central estimate (lines) and a range (shaded areas, two standard deviations) as simulated by the full
suite of CMIPS5 global climate models (right). By 2081-2100, the projected range in global mean
temperature change is 1.1°—4.3°F under the RCP2.6 scenario (0.6°-2.4°C, green), 2.4°-5.9°F under
RCP4.5 (1.3°-3.3°C, blue), 3.0°-6.8°F under RCP6.0 (1.6°-3.8°C, not shown) and 5.0°-10.2°F under
RCP8.5 (2.8°-5.7°C, orange). See the main report for more details on these scenarios and
implications. Based on Figure 4.1 in Chapter 4.
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1  Changes in Observed and Projected U.S. Temperature

2

Average annual temperature over the contiguous United States has increased by
1.8°F (1.0°C) for the period 1901-2016 and is projected to continue to rise. (Very
high confidence). (Ch.6; Fig ES.4)

3 e Average annual temperature over the contiguous United States has increased by 1.2°F
4 (0.7°C) for the period 19862016 relative to 1901-1960 and by 1.8°F (1.0°C) based
5 on a linear regression for the period 1901-2016 (very high confidence). Surface and
6 satellite data are consistent in their depiction of rapid warming since 1979 (high
7 confidence). Paleo-temperature evidence shows that recent decades are the warmest of
8 the past 1,500 years (medium confidence) (Ch.6)
9 e Average annual temperature over the contiguous United States 1s projected to rise
10 (very high confidence). Increases of about 2.5°F (1.4°C), relative to the recent past
11 (average from 1976-2005) are projected for the next few decades in all emissions
12 scenarios, implying recent record-setting years may be “common” in the near future
13 (high confidence). Much larger rises are projected by late century: 2.8°-7.3°F (1.6°—
14 4.1°C) 1n a lower emissions scenario (RCP4.5) and 5.8°-11.9°F (3.2°-6.6°C) in a
15 higher emissions scenario (RCP8.5) (high confidence). (Ch.6; Fig ES.4)
16 e In the United States, the urban heat island effect results in daytime temperatures 0.9°—
17 7.2°F (0.5°—4.0°C) higher and nighttime temperatures 1.8°— 4.5°F (1.0°-2.5°C) higher
18 in urban areas, with larger temperature differences in humid regions (primarily in the
19 eastern United States) and in cities with larger and denser populations. The urban heat
20 island effect will strengthen in the future as the structure and spatial extent as well as
21 population density of urban areas change and grow (high confidence). (Ch.10)
22
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Projected Changes in Average Annual Temperature
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Figure ES.4 Significantly More Warming Occurs Under Higher Greenhouse Gas
Concentration Scenarios

These maps show the projected changes in annual average temperatures for mid- and late-21st century
for two future pathways. Changes are the differences between the average projected temperatures for
mid-century (2036-2065; top), and late-century (2071-2100; bottom), and those observed for the near-
present (1976-2005). See Figure 6.7 in Chapter 6 for more details.
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Many Temperature and Precipitation Extremes Are Becoming More
Common

Temperature and precipitation extremes can affect water quality and availability, agricultural
productivity, human health, vital infrastructure, iconic ecosystems and species, and the
likelihood of disasters. Some extremes have already become more frequent, intense, or of
longer duration, and many extremes are expected to continue to increase or worsen,
presenting substantial challenges for built, agricultural, and natural systems. Some storm
types such as hurricanes, tornadoes, and winter storms are also exhibiting changes that have
been linked to climate change, although the current state of the science does not yet permit
detailed understanding.

Observed Changes in Extremes

There have been marked changes in temperature extremes across the contiguous
United States. The number of high temperature records set in the past two decades
far exceeds the number of low temperature records. (Very high confidence) (Ch.6,
Fig ES.5)

e The frequency of cold waves has decreased since the early 1900s, and the frequency of
heat waves has increased since the mid-1960s (the Dust Bowl remains the peak period
for extreme heat). (Very high confidence). (Ch.6)

e The frequency and intensity of extreme heat and heavy precipitation events are
increasing in most continental regions of the world (very high confidence). These
trends are consistent with expected physical responses to a warming climate. Climate
model studies are also consistent with these trends, although models tend to
underestimate the observed trends, especially for the increase in extreme precipitation
events (very high confidence for temperature, high confidence for extreme
precipitation). (Ch.1)
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Figure ES.5: Record Warm Daily Temperatures Are Occurring More Often.

Observed changes in the occurrence of record-setting daily temperatures in the contiguous United
States. Red bars indicate a year with more daily record highs than daily record lows, while blue bars
indicate a year with more record lows than highs. The height of the bar indicates the ratio of record
highs to lows (red) or of record lows to highs (blue). For example, a ratio of 2:1 for a blue bar means
that there were twice as many record daily lows as daily record highs that year. (Figure source:
NOAA/NCEI). (from Figure 6.5 in Chapter 6)

Heavy precipitation events in most parts of the United States have increased in
both intensity and frequency since 1901 (high confidence). There are important
regional differences in trends, with the largest increases occurring in the
northeastern United States (high confidence). (Ch.7; Fig ES.6)
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Observed Change

in Heavy Precipitation
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Figure ES.6: Extreme Precipitation Has Increased Across Much of the United States
These maps show the percentage change in several metrics of extreme precipitation by NCA4 region,
including (upper left) the maximum daily precipitation in consecutive 5-year periods; (upper right) the
amount of precipitation falling in daily events that exceed the 99th percentile of all non-zero
precipitation days (top 1% of all daily precipitation events); (lower left) the number of 2-day events
with a precipitation total exceeding the largest 2-day amount that is expected to occur, on average,
only once every 5 years, as calculated over 1901-2016; and (lower right) the number of 2-day events
with a precipitation total exceeding the largest 2-day amount that is expected to occur, on average,
only once every 5 years, as calculated over 1958-2016. The number in each black circle is the percent
change over the entire period, either 1901-2016 or 1958-2016. Note that Alaska and Hawai‘i are not
included in the 1901-2016 maps owing to a lack of observations in the earlier part of the 20th century.
(Figure source: CICS-NC / NOAA NCEI). Based on figure 7.4 in Chapter 7.

e Recent droughts and associated heat waves have reached record intensity in some
regions of the United States; however, by geographical scale and duration, the Dust
Bowl era of the 1930s remains the benchmark drought and extreme heat event in the
historical record. (Very high confidence) (Ch. 8)
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Northern Hemisphere spring snow cover extent, North America maximum snow
depth, snow water equivalent in the western United States, and extreme snowfall years
in the southern and western United States, have all declined, while extreme snowfall
years in parts of the northern United States have increased. (Medium confidence).
(Ch.7)

There has been a trend toward earlier snowmelt and a decrease in snowstorm frequency
on the southern margins of climatologically snowy areas (medium confidence). Winter
storm tracks have shifted northward since 1950 over the Northern Hemisphere (medium
confidence). Potential linkages between the frequency and intensity of severe winter
storms in the United States and accelerated warming in the Arctic have been postulated,
but they are complex, and, to some extent, contested, and confidence in the connection
1s currently /ow. (Ch.9)

Tornado activity in the United States has become more variable, particularly over the
2000s, with a decrease in the number of days per year with tornadoes and an increase
in the number of tornadoes on these days (medium confidence). Confidence in past
trends for hail and severe thunderstorm winds, however, is low (Ch.9)

Projected Changes in Extremes

The frequency and intensity of extreme temperature events are virtually certain to
increase in the future as global temperature increases (high confidence). Extreme
precipitation events will very likely continue to increase in frequency and intensity
throughout most of the world (high confidence). Observed and projected trends for
some other types of extreme events, such as floods, droughts, and severe storms, have
more variable regional characteristics. (Ch.1)

24

Extreme temperatures in the contiguous United States are projected to increase
even more than average temperatures (very high confidence). (Ch.6)

=~

Both extremely cold days and extremely warm days are expected to become warmer.
Cold waves are predicted to become less intense while heat waves will become more

intense. The number of days below freezing is projected to decline while the number
above 90°F will rise. (Very high confidence) (Ch.6)

The frequency and intensity of heavy precipitation events in the United States are
projected to continue to increase over the 21st century (high confidence). There are,
however, important regional and seasonal differences in projected changes in total
precipitation: the northern United States, including Alaska, is projected to receive
more precipitation in the winter and spring, and parts of the southwestern United
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States are projected to receive less precipitation in the winter and spring (medium
confidence). (Ch.7)

The frequency and severity of landfalling “atmospheric rivers” on the U.S. West Coast
(narrow streams of moisture that account for 30%—40% of precipitation and snowpack
in the region and are associated with severe flooding events) will increase as a result of
increasing evaporation and resulting higher atmospheric water vapor that occurs with
increasing temperature. (Medium confidence) (Ch.9)

Projections indicate large declines in snowpack in the western United States and shifts
to more precipitation falling as rain than snow in the cold season in many parts of the
central and eastern United States (high confidence). (Ch.7)

Substantial reductions in western U.S. winter and spring snowpack are projected as the
climate warms. Earlier spring melt and reduced snow water equivalent have been
formally attributed to human induced warming (high confidence) and will very likely
be exacerbated as the climate continues to warm (very high confidence). Under higher
emissions scenarios, and assuming no change to current water resources management,
chronic, long-duration hydrological drought is inereasingly possible by the end of this
century (very high confidence). (Ch.8)

18

Future decreases in surface soil moisture from human activities over most of the
United States are likely as the climate warms under the higher emissions
scenarios. (Medium confidence) (Ch.8)
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The human effect on recent major U.S. droughts is complicated. Little evidence is
found for a human influence on observed precipitation deficits, but much evidence is
found for a human influence on surface soil moisture deficits due to increased
evapotranspiration caused by higher temperatures. (High confidence) (Ch.8)

The incidence of large forest fires in the western United States and Alaska has
increased since the early 1980s (high confidence) and is projected to further increase

in those regions as the climate warms, with profound changes to certain ecosystems
(medium confidence). (Ch.8)

Both physics and numerical modeling simulations (in general) indicate an increase in
tropical cyclone intensity in a warmer world, and the models generally show an
increase in the number of very intense tropical cyclones. For Atlantic and eastern
North Pacific hurricanes and western North Pacific typhoons, increases are projected
in precipitation rates (high confidence) and intensity (medium confidence). The
frequency of the most intense of these storms 1s projected to increase in the Atlantic
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and western North Pacific (low confidence) and in the eastern North Pacific (medium
confidence). (Ch.9)

****BOX ES.I fkkk
The Connected Climate System: Distant Changes Affect the United States

Weather conditions and the ways they vary across regions and over the course of the year are
influenced, in the United States as elsewhere, by a range of factors, including local conditions
(such as topography and urban heat islands), global trends (such as human-caused warming),
and global and regional circulation patterns, including cyclical and chaotic patterns of natural
variability within the climate system. For example, during an El Nifio year, winters across the
southwestern United States are typically wetter than average, and global temperatures are
higher than average. During a La Nifia year, conditions across the southwestern United States
are typically dry, and there tends to be a lowering of global temperatures (Fig. ES.7).

El Nifio is not the only repeating pattern of natural variability in the climate system. Other
important patterns include the North Atlantic Oscillation (NAO)/Northern Annular Mode
(NAM) that particularly affects conditions on the U.S. East Coast, and the North Pacific
Oscillation (NPO) and Pacific North American Pattern (PNA) that especially affect conditions
in Alaska and the U.S. West Coast. These patterns are closely linked to other atmospheric
circulation phenomena like the position of the jet streams. Changes in the occurrence of these
patterns or their properties have contributed to recent U.S. temperature and precipitation
trends (medium confidence) although confidence is low regarding the size of the role of
human activities in these changes. (Ch.5)

Understanding the full scope of human impacts on climate requires a global focus because of
the interconnected nature of the climate system. For example, the climate of the Arctic and the
climate of the continental United States are connected through atmospheric circulation
patterns. While the Arctic may seem remote to most Americans, the climatic effects of
perturbations to arctic sea ice, land ice, surface temperature, snow cover, and permafrost
affect the amount of warming, sea level change, carbon cycle impacts, and potentially even
weather patterns in the lower 48 states. The Arctic is warming at a rate approximately twice as
fast as the global average and, if it continues to warm at the same rate, Septembers will be
nearly ice-free in the Arctic Ocean sometime between now and the 2040s (see ES.10). The
important influence of Arctic climate change on Alaska is apparent; the influence of Arctic
changes on U.S. weather over the coming decades remains an open question with the potential
for significant impact. (Ch.11)

Changes in the Tropics can also impact the rest of the globe, including the United States.
There is growing evidence that the Tropics have expanded poleward by about 70 to 200 miles
in each hemisphere over the period 1979-2009, with an accompanying shift of the subtropical
dry zones, midlatitude jets, and storm tracks (medium to high confidence). Human activities
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have played a role in the change (medium confidence), although confidence is presently low
regarding the magnitude of the human contribution relative to natural variability (Ch.5).

Typical El Nifio Winters

Low pressure

Extended Pacific Jet
Stream, amplified
storm track

Typical La Nifia Winters

Colder
Variable Polar
Jet Stream

Blocking
high pressure

Figure ES.7. Large-Scale Patterns of Natural Variability Affect U.S. Climate

For example, this figure illustrates the typical January—March weather anomalies and atmospheric
circulation during moderate to strong (top) El Nifio and (bottom) La Nifia. These influences over the
United States often occur most strongly during the cold season. From Figure 5.2 in Chapter 5.

Oceans Are Rising, Warming, and Becoming More Acidic

Oceans occupy two-thirds of the planet’s surface and host unique ecosystems and species,
including those important for global commercial and subsistence fishing. Understanding
climate impacts on the ocean and the ocean’s feedbacks to the climate system is critical for a
comprehensive understanding of current and future changes in climate.

Global Ocean heat
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The world’s oceans have absorbed about 93% of the excess heat caused by
greenhouse gas warming since the mid-20th century, making them warmer and
altering global and regional climate feedbacks. (Very high confidence) (Ch.13)

Ocean heat content has increased at all depths since the 1960s and surface waters have
warmed by about 1.3°+0.1°F (0.7°+0.08°C) per century globally since 1900 to 2016.
Under high emissions scenarios, a global increase in average sea surface temperature
of 4.9°+1.3°F (2.7°£0.7°C) 1s projected by 2100. (Very high confidence). (Ch.13)

Global and Regional Sea Level Rise

Global mean sea level (GMSL) has risen by about 7-8 inches (about 16-21 cm)
since 1900, with about 3 of those inches (about 7 cm) occurring since 1993 (very
high confidence). (Ch.12)

Il

Human-caused climate change has made a substantial contribution to GMSL rise since
1900 (high confidence), contributing to a rate of rise that is greater than during any
preceding century in at least 2,800 years (medium confidence). (Ch.12; Fig ES.8)

Relative to the year 2000, GMSL is very likely to rise by 0.3-0.6 feet (9-18 cm) by
2030, 0.5-1.2 feet (15-38 cm) by 2050, and 14 feet (30—130 cm) by 2100 (very high
confidence in lower bounds, medium confidence i upper bounds for 2030 and 2050,
low confidence in upper bounds for 2100). Future emissions pathways have little
effect on projected GMSL rise in the first half of the century, but significantly affect
projections for the second half of the century (high confidence). (Ch.12)
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(a) Historical Global Mean Sea Level Rise
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Figure ES.8 Recent Sea Level Rise Fastest for Over 2,000 Years

The top panel shows observed and reconstructed mean sea level for the last 2,500 years. The bottom
panel shows projected mean sea level for six future scenarios. The six scenarios—spanning a range
designed to inform a variety of decision makers—extend from a low scenario, consistent with
continuation of the rate of sea level rise over the last quarter century, to an extreme scenario, assuming
rapid mass loss from the Antarctic ice sheet. Note that the scale in the bottom graphic is three times
greater than in the top graph. In both panels, the steep slope at the right of the graph depicts rapid sea
level rise. Based on Figure 12.2 and 12.4 in Chapter 12. See the main report for more details.

e Fmerging science regarding Antarctic ice sheet stability suggests that, for high
emissions scenarios, a GMSL rise exceeding 8 feet (2.4 m) by 2100 is physically
possible, although the probability of such an extreme outcome cannot currently be
assessed. Regardless of emission pathway, it is extremely likely that GMSL rise will
continue beyond 2100 (high confidence). (Ch.12)

e Relative sea level rise in this century will vary along U.S. coastlines due, in part, to
changes in Earth’s gravitational field and rotation from melting of land ice, changes in
ocean circulation, and vertical land motion (very high confidence). For almost all
future GMSL rise scenarios, relative sea level rise is /ikely to be greater than the global
average in the U.S. Northeast and the western Gulf of Mexico. In intermediate and low
GMSL r1se scenarios, relative sea level rise is /ikely to be less than the global average
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in much of the Pacific Northwest and Alaska. For high GMSL rise scenarios, relative
sea level rise is /ikely to be higher than the global average along all U.S. coastlines
outside Alaska. Almost all U.S. coastlines experience more than global mean sea level
rise in response to Antarctic ice loss, and thus would be particularly affected under
extreme GMSL rise scenarios involving substantial Antarctic mass loss (high
confidence). (Ch.12)

Coastal Flooding

e As sea levels have risen, the number of tidal floods each year that cause minor impacts
(also called “nuisance floods”) have increased 5- to 10-fold since the 1960s in several
U.S. coastal cities (very high confidence). Rates of increase are accelerating in over 25
Atlantic and Gulf Coast cities (very high confidence). Tidal flooding will continue
increasing in depth, frequency, and extent this century (very high confidence). (Ch.12)

I RCP8.5 Il RCP4.5 Il RCP2.6 Il Trend

(%)
(@p)
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Figure ES. 9 “Nuisance Flooding” Increases Across the United States

Annual occurrences of tidal floods (days per year), also called sunny-day or nuisance flooding, have
increased for some U.S. coastal cities. Historical exceedances (orange bars) for two of the locations—
Charleston, SC and San Francisco, CA—and future projections through 2100 based upon the
continuation of the historical trend (blue) and under median RCP2.6, 4.5 and 8.5 conditions. (From
Figure 12.5, Chapter 12).

San Francisco, CA

Minor Tidal Floods (Days/Year)
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Assuming storm characteristics do not change, sea level rise will increase the
frequency and extent of extreme flooding associated with coastal storms, such as
hurricanes and nor’easters (very high confidence). A projected increase in the intensity
of hurricanes in the North Atlantic could increase the probability of extreme flooding
along most of the U.S. Atlantic and Gulf Coast states beyond what would be projected
based solely on RSL rise. However, there 1s low confidence in the magnitude of the
increase in intensity and the associated flood risk amplification, and these effects
could be offset or amplified by other factors, such as changes in storm frequency or
tracks. (Ch.12; ES. 9)

Global Ocean Circulation

The potential slowing of the Atlantic Meridional Overturning Circulation (AMOC; of
which the Gulf Stream is one component) —as a result of increasing ocean heat
content and freshwater driven buoyancy changes —could have dramatic climate
feedbacks as the ocean absorbs less heat and CO, from the atmosphere. This slowing
would also affect the climates of North America and Europe. Any slowing
documented to date cannot be directly tied to human-caused forcing primarily due to
lack of adequate observational data and to challenges in modeling ocean circulation
changes. Under a high emissions scenario (RCP8.5), it is likely that the AMOC will
weaken over the 21st century by 12% to 54% (low confidence). (Ch.13)

Global and Regional Ocean Acidification

The world’s oceans are currently absorbing more than a quarter of the CO, emitted
to the atmosphere annually from human activities, making them more acidic (very
high confidence), with potential detrimental impacts to marine ecosystems. (Ch.13)

Higher-latitude systems typically have a lower buffering capacity against changing
acidity, exhibiting seasonally corrosive conditions sooner than low-latitude
systems. The rate of acidification is unparalleled in at least the past 66 million years
(medium confidence). Under RCP8.5, the global average surface ocean acidity is
projected to increase by 100% to 150% (high confidence). (Ch.13)

Acidification is regionally greater than the global average along U.S. coastal systems

as a result of upwelling (e.g., in the Pacific Northwest) (high confidence), changes in

freshwater inputs (e.g., in the Gulf of Maine) (medium confidence), and nutrient input
(e.g., in urbanized estuaries) (high confidence). (Ch.13)
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Ocean Oxygen

Increasing sea surface temperatures, rising sea levels, and changing patterns of
precipitation, winds, nutrients, and ocean circulation are contributing to overall
declining oxygen concentrations at intermediate depths in various ocean locations and
in many coastal areas. Over the last half century, major oxygen losses have occurred
in inland seas, estuaries, and in the coastal and open ocean (high confidence). Ocean
oxygen levels are projected to decrease by as much as 3.5% under the RCP8.5
scenario by 2100 relative to preindustrial values (high confidence). (Ch.13)

Climate Change in Alaska and across the Arctic Continues to Outpace
Global Climate Change

Residents of Alaska are on the front lines of climate change. Crumbling buildings, roads, and

bridges and eroding shorelines are commonplace. Accelerated melting of multiyear sea ice
cover, mass loss from the Greenland Ice Sheet, reduced snow cover, and permafrost thawing

are stark examples of the rapid changes occurring in the Arctic. Furthermore, because

elements of the climate system are interconnected (see Box ES.1), changes in the Arctic
influence climate conditions outside the Arctic.

Arctic Temperature Increases

Annual average near-surface air temperatures across Alaska and the Arctic have
increased over the last 50 years at a rate more than twice as fast as the global average
temperature. (Very high confidence) (Ch.11)
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Rising Alaskan permafrost temperatures are causing permafrost to thaw and become
more discontinuous; this process releases additional carbon dioxide and methane
resulting in additional warming (high confidence). The overall magnitude of the
permafrost-carbon feedback is uncertain (Ch.2); however, it is clear that these
emissions have the potential to complicate the ability to meet policy goals for the
reduction of greenhouse gas concentrations. (Ch.11)

Atmospheric circulation patterns connect the climates of the Arctic and the contiguous
United States. Evidenced by recent record warm temperatures in the Arctic and
emerging science, the midlatitude circulation has influenced observed arctic
temperatures and sea ice (high confidence). However, confidence is low regarding
whether or by what mechanisms observed arctic warming may have influenced the
midlatitude circulation and weather patterns over the continental United States. The
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influence of arctic changes on U.S. weather over the coming decades remains an open
question with the potential for significant impact. (Ch.11)

Arctic Land Ice Loss

e Arctic land ice loss observed in the last three decades continues, in some cases
accelerating (very high confidence). It 1s virtually certain that Alaska glaciers have lost
mass over the last 50 years, with each year since 1984 showing an annual average ice
mass less than the previous year. Over the satellite record, average ice mass loss from
Greenland was —269 Gt per year between April 2002 and April 2016, accelerating in
recent years (high confidence). (Ch.11)

Arctic Sea Ice Loss

Since the early 1980s, annual average arctic sea ice has decreased in extent between
3.5% and 4.1% per decade, has become thinner by between 4.3 and 7.5 feet, and is
melting at least 15 more days each year. September sea ice extent has decreased
between 10.7% and 15.9% per decade. (Very high confidence) (Ch.11)

e Arctic sea ice loss 1s expected to continue through the 21st century, very likely

resulting in nearly sea ice-free late summers by the 2040s (very high confidence).
(Ch.11)

o It is virtually certain that human activities have contributed to Arctic surface
temperature warming, sea ice loss since 1979, glacier mass loss, and northern
hemisphere snow extent decline observed across the Arctic (very high confidence).
Human activities have /ikely contributed to more than half of the observed September
sea ice decline since 1979 (high confidence). (Ch.11)

Subject to Final Copyedit 31 28 June 2017



CSSR 50D: FINAL CLEARANCE Executive Summary

Perennial Sea Ice Area by Age
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Figure ES.10 Multiyear Sea Ice Has Declined Dramatically

September sea ice extent and age shown for (a) 1984 and (b) 2016, illustrating significant reductions
in sea ice extent and age (thickness). The bar graph in the lower right of each panel illustrates the sea
ice area (unit: million km?) covered within each age category (> 1 year), and the green bars represent
the maximum extent for each age range during the record. The year 1984 is representative of
September sea ice characteristics during the 1980s. The years 1984 and 2016 are selected as endpoints
in the time series; a movie of the complete time series is available at http://svs.gsfc.nasa.gov/cgi-
bin/details.cgi?aid=4489. (c¢) Shows the satellite-era arctic sea ice areal extent trend from 1979 to 2016
for September (unit: million mi?)

From Figure 11.1 in Chapter 11.

Limiting Globally Averaged Warming to 2°C (3.6°F) Will Require Major
Reductions in Emissions

Human activities are now the dominant cause of the observed trends in climate. For that
reason, future climate projections are based on scenarios of how greenhouse gas emissions
will continue to affect the climate over the remainder of this century and beyond (see Sidebar:
Scenarios Used in this Assessment). There remains significant uncertainty about future
emissions due to changing economic, political, and demographic factors. For that reason, this
report quantifies possible climate changes for a broad set of plausible future scenarios through
the end of the century. (Ch.2, 4, 14)

/ The observed increase in global carbon emissions over the past 15-20 years has \
been consistent with higher scenarios (very high confidence). In 2014 and 2015,
emission growth rates slowed as economic growth has become less carbon-

intensive (medium confidence). Even if this slowing trend continues, however, it

is not yet at a rate that would meet the long-term temperature goal of the Paris
Agreement of holding the increase in the global average temperature to well

K below 3.6°F (2°C) above preindustrial levels (high confidence). (Ch.4) /

¢ Global mean atmospheric carbon dioxide (CO;) concentration has now passed 400
ppm, a level that last occurred about 3 million years ago, when global average
temperature and sea level were significantly higher than today (high confidence).
Continued growth in CO, emissions over this century and beyond would lead to an
atmospheric concentration not experienced in tens of millions of years (medium
confidence). The present-day emissions rate of nearly 10 GtC per year suggests that
there is no climate analog for this century any time in at least the last 50 million years
(medium confidence). (Ch.4)
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Warming and associated climate effects from CO, emissions persist for decades to
millennia. In the near-term, changes in climate are determined by past and present
greenhouse gas emissions modified by natural variability. Reducing the total
concentration of atmospheric CO, is necessary to limit near-term climate change and
stay below long-term warming targets (such as the oft-cited 3.6°F [2°C] goal). Other
greenhouse gases (e.g., methane) and black carbon aerosols exert stronger warming
effects than CO; on a per ton basis, but they do not persist as long in the atmosphere
(Ch.2); therefore, mitigation of non-CO, species contributes substantially to near-term

cooling benefits but cannot be relied upon for ultimate stabilization goals. (Very high
confidence) (Ch.14)

Stabilizing global mean temperature below long-term warming targets requires an
upper limit on the accumulation of CO; in the atmosphere. The relationship between
cumulative CO, emissions and global temperature response is estimated to be nearly
linear. Nevertheless, in evaluating specific temperature targets, there are uncertainties
about the exact amount of compatible human-caused CO, emissions due to
uncertainties in climate sensitivity, the response of the carbon cycle including
feedbacks, the amount of past CO, emissions, and the influence of past and future
non-CO, species. (Very high confidence) (Ch.14)

19

Choices made today will determine the magnitude of climate change risks beyond
the next few decades. (Chs. 4,14)
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Stabilizing global mean temperature below 3.6°F (2°C) or lower relative to
preindustrial levels requires significant reductions in net global CO, emissions relative
to present-day values before 2040 and likely requires net emissions to become zero or
possibly negative later in the century. Accounting for the temperature effects of non-
CO; species, cumulative CO;, emissions are required to stay below about 800 GtC in
order to provide a two-thirds likelihood of preventing 3.6°F (2°C) of warming,
meaning approximately 230 GtC more could be emitted globally. Assuming global
emissions follow the range between the RCP8.5 and RCP4.5 scenarios, emissions

could continue for approximately two decades before this cumulative carbon threshold
1s exceeded. (Ch.14)

Successful implementation of the first round of Nationally Determined Contributions
associated with the Paris Agreement will provide some likelihood of meeting the long-
term temperature goal of limiting global warming to “well below” 3.6°F (2°C) above
preindustrial levels; the likelihood depends strongly on the magnitude of global
emission reductions after 2030. (High confidence) (Ch.14)



00 NN N AW

10
11
12
13

14

15
16
17
18
19
20
21
22

23
24
25
26
27
28
29

33
34
35
36

CSSR 50D: FINAL CLEARANCE Executive Summary

e Climate intervention or geoengineering strategies such as solar radiation management
are measures that attempt to limit or reduce global temperature increases. If interest in
geoengineering increases with observed impacts and/or projected risks of climate
change, interest will also increase in assessments of the technical feasibilities, costs,
risks, co-benefits, and governance challenges of these additional measures, which are
as yet unproven at scale. These assessments are a necessary step before judgments
about the benefits and risks of these approaches can be made with high confidence.
(High confidence) (Ch.14)

e As awhole, the terrestrial biosphere (soil and plants) is a net “sink™ for carbon
(drawing down carbon from the atmosphere), and this sink has steadily increased since
1980 (very high confidence). Because of the uncertainty in the trajectory of land cover,
the possibility of the land becoming a net carbon source cannot be excluded (very high
confidence). (Ch.10)

There is a Significant Possibility for Unanticipated Changes

Humanity is conducting an unprecedented experiment with the Earth’s climate system
through emissions from large-scale fossil-fuel combustion, widespread deforestation, and
other changes to the atmosphere and landscape. While researchers and policymakers must rely
on climate model projections for a representative picture of the future Earth system under
these conditions, there are still elements of the Earth system that models do not capture well.
For this reason, there 1s significant potential for humankind’s planetary experiment to result in
unanticipated surprises—and the further and faster the Earth’s climate system is changed, the
greater the risk of such surprises.

There are at least two types of potential surprises: compound events, where multiple extreme
climate events occur simultaneously or sequentially (creating greater overall impact), and
critical threshold or tipping point events, where some threshold 1s crossed in the climate
system (that leads to large impacts). The probability of such surprises — some of which may
be abrupt and/or irreversible - as well as other more predictable but difficult-to-manage

impacts, increases as the influence of human activities on the climate system increases.
(Ch.15)

Unanticipated and difficult or impossible-to-manage changes in the climate system
are possible throughout the next century as critical thresholds are crossed and/or
multiple climate-related extreme events occur simultaneously. (Ch.15)

e Positive feedbacks (self-reinforcing cycles) within the climate system have the
potential to accelerate human-induced climate change and even shift the Earth’s
climate system, in part or in whole, into new states that are very different from those
experienced in the recent past (for example, ones with greatly diminished ice sheets or
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different large-scale patterns of atmosphere or ocean circulation). Some feedbacks and
potential state shifts can be modeled and quantified; others can be modeled or
identified but not quantified; and some are probably still unknown. (Very high
confidence in the potential for state shifts and in the incompleteness of knowledge
about feedbacks and potential state shifts). (Ch.15)

The physical and socioeconomic impacts of compound extreme events (such as
simultaneous heat and drought, wildfires associated with hot and dry conditions, or
flooding associated with high precipitation on top of snow or waterlogged ground) can
be greater than the sum of the parts (very high confidence). Few analyses consider the
spatial or temporal correlation between extreme events. (Ch.15)

While climate models incorporate important climate processes that can be well
quantified, they do not include all of the processes that can contribute to feedbacks
(Ch. 2), compound extreme events, and abrupt and/or irreversible changes. For this
reason, future changes outside the range projected by climate models cannot be ruled
out (very high confidence). Moreover, the systematic tendency of climate models to
underestimate temperature change during warm paleoclimates suggests that climate
models are more likely to underestimate than to overestimate the amount of long-term
future change (medium confidence). (Ch.15)

A Summary of Advances Since NCA3J3

Advances n scientific understanding and scientific approach, as well as developments in

global policy, have occurred since NCA3. A detailed summary of these advances can be
found at the end of Chapter 1: Our Globally Changing Climate. Highlights of what aspects are
either especially strengthened or are emerging in the current findings include:

Detection and attribution: Significant advances have been made in the attribution of
the human influence for individual climate and weather extreme events since NCA3.
(Chapters 3,6,7,8).

Atmospheric circulation and extreme events: The extent to which atmospheric
circulation in the midlatitudes is changing or is projected to change, possibly in ways
not captured by current climate models, is a new important area of research. (Chapters
5,6,7).

Increased understanding of specific types of extreme events: How climate change may
affect specific types of extreme events in the United States is another key area where
scientific understanding has advanced. (Chapter 9).

High-resolution global climate model simulations: As computing resources have
grown, multidecadal simulations of global climate models are now being conducted at
horizontal resolutions on the order of 15 miles (25 km) that provide more realistic
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characterization of intense weather systems, including hurricanes. (Chapter 9).

e Oceans and coastal waters: Concern over ocean acidification, warming, and oxygen
loss 1s increasing as scientific understanding of the severity of their impacts grows.
Both oxygen loss and acidification may be magnified in some U.S. coastal waters
relative to the global average, raising the risk of serious ecological and economic

consequences. (Chapters 2, 13).

e Local sea level change projections: For the first time in the NCA process, sea level
rise projections incorporate geographic variation based on factors such as local land
subsidence, ocean currents, and changes in Earth’s gravitational field. (Chapter 12).

e Accelerated ice-sheet loss and irreversibility: New observations from many different
sources confirm that ice-sheet loss 1s accelerating. Combining observations with

simultaneous advances in the physical understanding of ice sheets, leads to the
conclusion that up to 8.5 feet of global sea level rise 1s possible by 2100 under a high
emissions scenario (RCP8.5), up from 6.6 feet in NCA3. (Chapter 12).

o Slower regrowth in Arctic sea ice area extent in fall and winter 2016-2017: The
annual Arctic sea ice extent minimum for 2016 relative to the long-term record was
the second lowest on record; since 1981, the sea ice minimum has decreased by 13.3%

per decade, more than 46% over the 35 years. In fall and winter 2016-2017, record-
setting slow seasonal ice regrowth was the lowest since observations began in 1981.

(Chapter 11).

e Potential surprises: Both large-scale state shifts in the climate system (sometimes
called “tipping points”) and compound extremes have the potential to generate
unanticipated climate surprises. The further the Earth system departs from historical
climate forcings, and the more the climate changes, the greater the potential for these

surprises. (Chapter 15).

e The Paris Agreement: The Paris Agreement, which entered into force in 2016,
provides a new framework for its parties for the mitigation of and adaption to climate
change. This report discusses some important aspects of climate science that are

relevant to the Agreement. (Chapters 4, 14).
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1. Our Globally Changing Climate

KEY FINDINGS

1.

The global climate continues to change rapidly compared to the pace of the natural
variations in climate that have occurred throughout Earth’s history. Trends in globally
averaged temperature, sea level rise, upper-ocean heat content, land-based ice melt,
Arctic sea ice, depth of seasonal permafrost thaw, and other climate variables provide
consistent evidence of a warming planet. These observed trends are robust and have been
confirmed by multiple independent research groups around the world. (Very high
confidence)

The frequency and intensity of extreme heat and heavy precipitation events are increasing
in most continental regions of the world (very high confidence). These trends are
consistent with expected physical responses to a warming climate. Climate model studies
are also consistent with these trends, although models tend to underestimate the observed
trends, especially for the increase in extreme precipitation events (very high confidence
for temperature, high confidence for extreme precipitation). The frequency and intensity
of extreme temperature events are virtually certain to increase in the future as global
temperature increases (high confidence). Extreme precipitation events will very likely
continue to increase in frequency and intensity throughout most of the world (high
confidence). Observed and projected trends for some other types of extreme events, such
as floods, droughts, and severe storms, have more variable regional characteristics.

. Many lines of evidence demonstrate that it is extremely likely that human influence has

been the dominant cause of the observed warming since the mid-20th century. Formal
detection and attribution studies for the period 1951 to 2010 find that the observed global
mean surface temperature warming lies in the middle of the range of likely human
contributions to warming over that same period. We find no convincing evidence that
natural variability can account for the amount of global warming observed over the
industrial era. For the period extending over the last century, there are no convincing
alternative explanations supported by the extent of the observational evidence. Solar
output changes and internal variability can only contribute marginally to the observed
changes in climate over the last century, and we find no convincing evidence for natural
cycles in the observational record that could explain the observed changes in climate.
(Very high confidence)

Global climate is projected to continue to change over this century and beyond. The
magnitude of climate change beyond the next few decades will depend primarily on the
amount of greenhouse (heat-trapping) gases emitted globally and on the remaining
uncertainty in the sensitivity of Earth’s climate to those emissions (very high confidence).
With significant reductions in the emissions of greenhouse gases, the global annually
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averaged temperature rise could be limited to 3.6°F (2°C) or less. Without major
reductions in these emissions, the increase in annual average global temperatures relative
to preindustrial times could reach 9°F (5°C) or more by the end of this century (high
confidence).

5. Natural variability, including El Nifio events and other recurring patterns of ocean—
atmosphere interactions, impact temperature and precipitation, especially regionally, over
months to years. The global influence of natural variability, however, is limited to a small
fraction of observed climate trends over decades. (Very high confidence)

6. Longer-term climate records over past centuries and millennia indicate that average
temperatures in recent decades over much of the world have been much higher, and have
risen faster during this time period, than at any time in the past 1,700 years or more, the
time period for which the global distribution of surface temperatures can be
reconstructed. (High confidence)

1.1. Introduction

Since the Third U.S. National Climate Assessment (NCA3) was published in May 2014, new
observations along multiple lines of evidence have strengthened the conclusion that Earth’s
climate is changing at a pace and in a pattern not explainable by natural influences. While this
report focuses especially on observed and projected future changes for the United States, it is
important to understand those changes in the global context (this chapter).

The world has warmed over the last 150 years, especially over the last six decades, and that
warming has triggered many other changes to Earth’s climate. Evidence for a changing climate
abounds, from the top of the atmosphere to the depths of the oceans. Thousands of studies
conducted by tens of thousands of scientists around the world have documented changes in
surface, atmospheric, and oceanic temperatures; melting glaciers; disappearing snow cover;
shrinking sea ice; rising sea level; and an increase in atmospheric water vapor. Rainfall patterns
and storms are changing and the occurrence of droughts is shifting.

Many lines of evidence demonstrate that human activities, especially emissions of greenhouse
gases, are primarily responsible for the observed climate changes in the industrial era, especially
over the last six decades (see attribution analysis in Ch. 3: Detection and Attribution). Formal
detection and attribution studies for the period 1951 to 2010 find that the observed global mean
surface temperature warming lies in the middle of the range of likely human contributions to
warming over that same period. The Intergovernmental Panel on Climate Change concluded that
it is extremely likely that human influence has been the dominant cause of the observed warming
since the mid-20th century (IPCC 2013). Over the last century, there are no alternative
explanations supported by the evidence that are either credible or that can contribute more than
marginally to the observed patterns. We find no convincing evidence that natural variability can
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account for the amount of global warming observed over the industrial era. Solar flux variations
over the last six decades have been too small to explain the observed changes in climate (Bindoff
et al. 2013). There are no apparent natural cycles in the observational record that can explain the
recent changes in climate (e.g., PAGES 2K Consortium 2013; Marcott et al. 2013). In addition,
natural cycles within the Earth’s climate system can only redistribute heat; they cannot be
responsible for the observed increase in the overall heat content of the climate system (Church et
al. 2011). Any explanations for the observed changes in climate must be grounded in understood
physical mechanisms, appropriate in scale, and consistent in timing and direction with the long-
term observed trends. Known human activities quite reasonably explain what has happened
without the need for other factors. Internal variability and forcing factors other than human
activities cannot explain what is happening and there are no suggested factors, even speculative
ones, that can explain the timing or magnitude and that would somehow cancel out the role of
human factors (Anderson et al. 2012). The science underlying this evidence, along with the
observed and projected changes in climate, is discussed in later chapters, starting with the basis
for a human influence on climate in Chapter 2: Physical Drivers of Climate Change.

Throughout this report, we also analyze projections of future changes in climate. Predicting how
climate will change in future decades is a different scientific issue from predicting weather a few
weeks from now. Local weather is short term, with limited predictability, and is determined by
the complicated movement and interaction of high pressure and low pressure systems in the
atmosphere; thus, it is difficult to forecast day-to-day changes beyond about two weeks into the
future. Climate, on the other hand, is the statistics of weather—meaning not just average values
but also the prevalence and intensity of extremes—as observed over a period of decades. Climate
emerges from the interaction, over time, of rapidly changing local weather and more slowly
changing regional and global influences, such as the distribution of heat in the oceans, the
amount of energy reaching Earth from the sun, and the composition of the atmosphere. See
Chapter 4: Projections and later chapters for more on climate projections.

Throughout this report, we include many findings that further strengthen or add to the
understanding of climate change relative to those found in NCA3 and other assessments of the
science. Several of these are highlighted in an “Advances Since NCA3” box at the end of this
chapter.

1.2. Indicators of a Globally Changing Climate

Highly diverse types of direct measurements made on land, sea, and in the atmosphere over
many decades have allowed scientists to conclude with high confidence that global mean
temperature is increasing. Observational datasets for many other climate variables support the
conclusion with high confidence that the global climate is changing (Blunden and Arndt 2016;
Meehl et al. 2016a; also see EPA 2016). Figure 1.1 depicts several of the observational indicators
that demonstrate trends consistent with a warming planet over the last century. Temperatures in
the lower atmosphere and ocean have increased, as have near-surface humidity and sea level. Not
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only has ocean heat content increased dramatically (Figure 1.1), but more than 90% of the
energy gained in the combined ocean—atmosphere system over recent decades has gone into the
ocean (Rhein et al. 2013; Johnson et al. 2015).

Basic physics tells us that a warmer atmosphere can hold more water vapor; this is exactly what
is measured from satellite data. At the same time, a warmer world means higher evaporation
rates and major changes to the hydrological cycle, including increases in the prevalence of
torrential downpours. In addition, Arctic sea ice, mountain glaciers, and Northern Hemisphere
spring snow cover have all decreased. The relatively small increase in Antarctic sea ice in the 15-
year period from 2000 through early 2016 appears to be best explained as being due to localized
natural variability (see e.g., Meehl et al. 2016a; Ramsayer 2014); while possibly also related to
natural variability, the 2017 Antarctic sea ice minimum reached in early March was the lowest
measured since reliable records began in 1979. The vast majority of the glaciers in the world are
losing mass at significant rates. The two largest ice sheets on our planet—on the land masses of
Greenland and Antarctica—are shrinking. Five different observational datasets show the heat
content of the oceans is increasing.

Many other indicators of the changing climate have been determined from other observations —
for example, changes in the growing season and the allergy season (see e.g., EPA 2016;
USGCRP 2017). In general, the indicators demonstrate continuing changes in climate since the
publication of NCA3. As with temperature, independent researchers have analyzed each of these
indicators and come to the same conclusion: all of these changes paint a consistent and
compelling picture of a warming planet.

[INSERT FIGURE 1.1 HERE]

1.3. Trends in Global Temperatures

Global annual-average temperature (as calculated from instrumental records over both land and
oceans; used interchangeably with global average temperature in the discussion below) has
increased by more than 1.2°F (0.7°C) for the period 1986-2016 relative to 1901-1960 (Figure
1.2); see Vose et al. (2012) for discussion on how global annual-average temperature is derived
by scientists. The linear regression change over the entire period from 1901-2016 is 1.8°F
(1.0°C). Global average temperature is not expected to increase smoothly over time in response
to the human warming influences, because the warming trend is superimposed on natural
variability associated with, for example, the El Nifio/ La Nina ocean-heat oscillations and the
cooling effects of particles emitted by volcanic eruptions. Even so, 16 of the 17 warmest years in
the instrumental record (since the late 1800s) occurred in the period from 2001 to 2016 (1998
was the exception). Global average temperature for 2016 has now surpassed 2015 by a small
amount as the warmest year on record. The year 2015 far surpassed 2014 by 0.29°F (0.16°C),
four times greater than the difference between 2014 and the next warmest year, 2010 (NCEI
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2016). Three of the four warmest years on record have occurred since the analyses through 2012
were reported in NCA3.

A strong El Niifio contributed to 2015°s record warmth (Blunden and Arndt 2016). Though an
even more powerful El Nifio occurred in 1998, the global temperature in that year was
significantly lower (by 0.49°F [0.27°C]) than that in 2015. This suggests that human-induced
warming now has a stronger influence on the occurrence of record temperatures than El Nifio
events. In addition, the El Nifio/La Nina cycle may itself be affected by the human influence on
the Earth’s climate system (Steinman et al. 2012; Trenberth 2015). It is the complex interaction
of natural sources of variability with the continuously growing human warming influence that is
now shaping the Earth’s weather and, as a result, its climate.

Globally, the persistence of the warming over the past 60 years far exceeds what can be
accounted for by natural variability alone (IPCC 2013). That does not mean, of course, that
natural sources of variability have become insignificant. They can be expected to continue to
contribute a degree of “bumpiness” in the year-to-year global average temperature trajectory, as
well as exert influences on the average rate of warming that can last a decade or more (Deser et
al. 2012; Karl et al. 2015; Knutson et al. 2016) (see Box 1.1).

[INSERT FIGURE 1.2 HERE]

Warming during the first half of the 1900s occurred mostly in the Northern Hemisphere
(Delworth and Knutson 2000). Recent decades have seen greater warming in response to
accelerating increases in greenhouse gas concentrations, particularly at high northern latitudes,
and over land as compared to the ocean (see Figure 1.3). In general, winter is warming faster
than summer (especially in northern latitudes). Also, nights are warming faster than days
(Alexander et al. 2006; Davy et al. 2016). There is also some evidence of faster warming at
higher elevations (Mountain Research Initiative 2015).

Most ocean areas around the Earth are warming (see Ch. 13: Ocean Changes). Even in the
absence of significant ice melt, the ocean is expected to warm more slowly given its larger heat
capacity, leading to land—ocean differences in warming (as seen in Figure 1.3). As a result, the
climate for land areas often responds more rapidly than the ocean areas, even though the forcing
driving a change in climate occurs equally over land and the oceans (IPCC 2013). A few regions,
such as the North Atlantic Ocean, have experienced cooling over the last century, though these
areas have warmed over recent decades. Regional climate variability is important (e.g., Hurrell
and Deser 2009; Hoegh-Guldberg et al. 2014) as are the effects of the increasing freshwater in
the North Atlantic from melting of sea and land ice (Rahmstorf et al. 2015).

[INSERT FIGURE 1.3 HERE]

Figure 1.4 shows the projected changes in globally averaged temperature for a range of future
pathways that vary from assuming strong continued dependence on fossil fuels in energy and

Subject to Final Copyedit 42 28 June 2017



0 9NN s W N

\O

10

11

12
13
14
15
16
17
18
19
20
21
22
23

24

25
26
27
28
29
30
31
32
33
34
35
36

CSSR 50D: FINAL CLEARANCE Chapter 1

transportation systems over the 21st century (the high scenario 1s Representative Concentration
Pathway 8.5, or RCP8.5) to assuming major emissions-reduction actions (the very low scenario,
RCP2.6). Chapter 4: Projections describes the future scenarios and the models of Earth’s climate
system being used to quantify the impact of human choices and natural variability on future
climate. These analyses also suggest that global surface temperature increases for the end of the
21st century are very likely to exceed 1.5°C (2.7°F) relative to the 1850-1900 average for all
projections, with the exception of the lowest part of the uncertainty range for RCP2.6 (IPCC
2013).

[INSERT FIGURE 1.4 HERE]

Box 1.1. Was there a “Hiatus” in Global Warming?

Natural variability in the climate system leads to year-to-year and decade-to-decade changes in
global mean temperature. For short enough periods of time, this variability can lead to temporary
slowdowns or even reversals in the globally-averaged temperature increase. Over the past
decade, such a slowdown led to numerous assertions about a ‘hiatus’ (a period of zero or
negative temperature trend) in global warming. For longer periods, variability becomes less
important, and the long-term increase in global temperature 1s clearly revealed in both the
surface temperature data and in satellite measurements of tropospheric temperature (see Figure
1.5) (Santer et al. 2017a). Thus the surface and tropospheric temperature records do not support
the assertion that long-term (time periods of 25 years or longer) global warming has ceased or
substantially slowed (Lewandowsky et al. 2016; Santer et al. 2017b), a conclusion further
reinforced by recently updated and improved datasets (Karl et al. 2015; Mears and Wentz 2016;
Richardson et al. 2016; Hausfather et al. 2017).

[INSERT FIGURE 1.5 HERE]

For the 15 years following the 1997-1998 El Nifio—Southern Oscillation (ENSO) event, the
observed rate of temperature increase was smaller than the underlying long-term increasing trend
on 30-year climate time scales (Fyfe et al. 2016), even as other measures of global warming such
as ocean heat content (see Ch. 13: Ocean Changes) and Arctic sea ice extent (see Ch. 12: Sea
Level Rise) continued to change (Benestad 2017). Variation in the rate of warming on this time
scale 1s not unexpected and can be the result of long-term internal variability in the climate
system, or short-term changes in climate forcings such as aerosols or solar irradiance. Temporary
periods similar or larger in magnitude to the current slowdown have occurred earlier in the
historical record (in addition, almost no increase occurred from the mid 1940s to the mid 1970s,
which is not well understood but may be related to an increase in anthropogenic and volcanic
aerosols and/or to ocean interactions (Meehl et al. 2016a)) during this period. Shorter-term
slowdowns also occur after major volcanic eruptions, such as Pinatubo’s eruption in 1991.
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Temporary speedups have also occurred, most notably in the 1930s and early 1940s, and in the
late 1970s and early 1980s. Comparable slowdown and speedup events are also present in
climate simulations of both historical and future climate, even without decadal scale fluctuations
in forcing (Easterling and Wehner 2009; Knutson et al. 2016), and thus recent variations in short-
term temperature trend statistics are not particularly surprising.

Even though such slowdowns are not unexpected, the slowdown of the early 2000s has been
used as informal evidence to cast doubt on the accuracy of climate projections from CMIP5
models, since the measured rate of warming in all surface and tropospheric temperature datasets
from 2000 to 2014 was less than was expected given the results of the CMIP3 and CMIP5
historical climate simulations (Fyfe et al. 2016; Santer et al. 2017a). Thus, it is important to
explore a physical explanation of the recent slowdown and to identify the relative contributions
of different factors.

Numerous studies have investigated the role of natural modes of variability and how they
affected the flow of energy in the climate system of the post-2000 period (Balmaseda et al. 2013;
England et al. 2014; Meehl et al. 2011; Kosaka and Xie 2013; Meehl et al. 2016a). For the 2000—
2013 time period, they find

e In the Pacific Ocean, a number of interrelated features, including cooler than expected
tropical ocean surface temperatures, stronger than normal trade winds, and a shift to the
cool phase of the Pacific Decadal Oscillation (PDO) led to cooler than expected surface
temperatures in the Eastern Tropical Pacific, a region that has been shown to have an
influence on global-scale climate (Kosaka and Xie 2013).

e For most of the world’s oceans, heat was transferred from the surface into the deeper
ocean (Balmaseda et al. 2013; Chen and Tung 2014; Nieves et al. 2015), causing a
reduction in surface warming worldwide.

e Other studies attributed part of the cause of the measurement/model discrepancy to
natural fluctuations in radiative forcings, such as volcanic aerosols, stratospheric water
vapor, or solar output (Solomon et al. 2010; Schmidt et al 2014; Huber and Knutti 2014;
Ridley et al. 2014; Santer et al. 2014).

When comparing model predictions with measurements, it is important to note that the CMIP5
runs used an assumed representation of these factors for time periods after 2000, possibly leading
to errors, especially in the year-to-year simulation of internal variability in the oceans. It is very
likely that the early 2000s slowdown was caused by a combination of short-term variations in
forcing and internal variability in the climate system, though the relative contribution of each is
still an area of active research (e.g., Trenberth 2015; Meehl et al. 2016a; Fyfe et al. 2016).

Although 2014 already set a new high in globally averaged temperature record up to that time, in
2015-2016, the situation changed dramatically. A switch of the PDO to the positive phase,
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combined with a strong El Nifio event during the fall and winter of 2015-2016, led to months of
record-breaking globally averaged temperatures in both the surface and satellite temperature
records (see Figure 1.5; Trenberth 2015), bringing observed temperature trends into better
agreement with model expectations (see Figure 1.6).

On longer time scales, observed temperature changes are more consistent with model simulations
and have been attributed to anthropogenic causes with high confidence (Bindoff et al. 2013; see
Ch. 3: Detection and Attribution for further discussion). The pronounced globally averaged
surface temperature record of 2015 and 2016 appear to make recent observed temperature
changes more consistent with model simulations —including with CMIP5 projections that were
(notably) developed in advance of occurrence of the 2015-2016 observed anomalies (Figure
1.6). A second important point illustrated by Figure 1.6 is the broad overall agreement between
observations and models on the century timescale, which is robust to the shorter-term variations
in trends 1n the past decade or so. Continued global warming and the frequent setting of new high
global mean temperature records or near-records is consistent with expectations based on model
projections of continued anthropogenic forcing toward warmer global mean conditions.

[INSERT FIGURE 1.6 HERE]

1.4. Trends in Global Precipitation

Annual averaged precipitation across global land areas exhibits a slight rise (that is not
statistically significant because of a lack of data coverage early in the record) over the past
century (see Figure 1.7) along with ongoing increases in atmospheric moisture levels.
Interannual and interdecadal variability is clearly found in all precipitation evaluations, owing to
factors such as the North Atlantic Oscillation (NAO) and ENSO —note that precipitation
reconstructions are updated operationally by NOAA NCEI on a monthly basis (Becker et al.
2013; Adler et al. 2003).

[INSERT FIGURE 1.7 HERE]

The hydrological cycle and the amount of global mean precipitation is primarily controlled by
the atmosphere’s energy budget and its interactions with clouds (Allen and Ingram 2002). The
amount of global mean precipitation also changes as a result of a mix of fast and slow
atmospheric responses to the changing climate (Collins et al. 2013). In the long term, increases in
tropospheric radiative effects from increasing amounts of atmospheric CO, (i.e., increasing CO,
leads to greater energy absorbed by the atmosphere and re-emitted to the surface, with the
additional transport to the atmosphere coming by convection) must be balanced by increased
latent heating, resulting in precipitation increases of approximately 0.55% to 0.72% per °F (1%
to 3% per °C) (IPCC 2013; Held and Soden 2006). Global atmospheric water vapor should
increase by about 6%—7% per °C of warming based on the Clausius—Clapeyron relationship (see
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Ch. 2: Physical Drivers of Climate Change); satellite observations of changes in precipitable
water over oceans have been detected at about this rate and attributed to human-caused changes
in the atmosphere (Santer et al. 2007). Similar observed changes in land-based measurements
have also been attributed to the changes in climate from greenhouse gases (Willet et al. 2010).

Earlier studies suggested a climate change pattern of wet areas getting wetter and dry areas
getting drier (e.g., Greve et al. 2014). While Hadley Cell expansion should lead to more drying
in the subtropics, the poleward shift of storm tracks should lead to enhanced wet regions. While
this high/low rainfall behavior appears to be valid over ocean areas, changes over land are more
complicated. The wet versus dry pattern in observed precipitation has only been attributed for the
zonal mean (Zhang et al. 2007; Marvel and Bonfils 2013) and not regionally due to the large
amount of spatial variation in precipitation changes as well as significant natural variability. The
detected signal in zonal mean precipitation is largest in the Northern Hemisphere, with decreases
in the subtropics and increases at high latitudes. As a result, the observed increase (about 5%
since the 1950s [Walsh et al. 2011; Vihma et al. 2016]) in annual averaged Arctic precipitation
have been detected and attributed to human activities (Min et al. 2008).

1.5. Trends in Global Extreme Weather Events

A change in the frequency, duration, and/or magnitude of extreme weather events is one of the
most important consequences of a warming climate. In statistical terms, a small shift in the mean
of a weather variable, with or without this shift occurring in concert with a change in the shape
of its probability distribution, can cause a large change in the probability of a value relative to an
extreme threshold (Katz and Brown 1992; see Figure 1.8 in IPCC 2013). Examples include
extreme high temperature events and heavy precipitation events. Additionally, extreme events
such as intense tropical cyclones, midlatitude cyclones, and hail and tornadoes associated with
thunderstorms can occur as isolated events that are not generally studied in terms of extremes
within a probability distribution. Detecting trends in the frequency and intensity of extreme
weather events is challenging (Sardeshmukh et al. 2015). The most intense events are rare by
definition, and observations may be incomplete and suffer from reporting biases. Further
discussion on trends and projections of extreme events for the United States can be found in
Chapters 6-9 and 11.

An emerging area in the science of detection and attribution has been the attribution of extreme
weather and climate events. Extreme event attribution generally addresses the question of
whether climate change has altered the odds of occurrence of an extreme event like one just
experienced. Attribution of extreme weather events under a changing climate is now an
important and highly visible aspect of climate science. As discussed in a recent National
Academy of Sciences (NAS) report (NAS 2016), the science of event attribution is rapidly
advancing, including the understanding of the mechanisms that produce extreme events and the
development of methods that are used for event attribution. Several other reports and papers have
reviewed the topic of extreme event attribution (Hulme 2014; Stott 2016; Easterling et al. 2016).

Subject to Final Copyedit 46 28 June 2017



O 0 3 O Wn

10

12
13
14

15
16
17
18
19
20
21

22

23
24
25
26
27
28
29
30
31
32
33
34
35
36

CSSR 50D: FINAL CLEARANCE Chapter 1

This report briefly reviews extreme event attribution methodologies in practice (Ch. 3: Detection
and Attribution) and provides a number of examples within the chapters on various climate
phenomena (especially relating to the United States in Chapters 6-9).

Extreme Heat and Cold

The frequency of multiday heat waves and extreme high temperatures at both daytime and
nighttime hours is increasing over many of the global land areas (IPCC 2013). There are
increasing areas of land throughout our planet experiencing an excess number of daily highs
above given thresholds (for example, the 90th percentile), with an approximate doubling of the
world’s land area since 1998 with 30 extreme heat days per year (Seneviratne et al. 2014). At the
same time, frequencies of cold waves and extremely low temperatures are decreasing over the
United States and much of the earth. In the United States, the number of record daily high
temperatures has been about double the number of record daily low temperatures in the 2000s
(Meehl et al. 2009), and much of the United States has experienced decreases of 5%—20% per
decade in cold wave frequency (IPCC 2013; Easterling et al. 2016).

The enhanced radiative forcing caused by greenhouse gases has a direct influence on heat
extremes by shifting distributions of daily temperature (Min et al. 2013). Recent work indicates
changes in atmospheric circulation may also play a significant role (see Ch. 5: Circulation and
Variability). For example, a recent study found that increasing anticyclonic circulations partially
explain observed trends in heat events over North America and Eurasia, among other effects
(Horton et al. 2015). Observed changes in circulation may also be the result of human influences
on climate, though this is still an area of active research.

Extreme Precipitation

A robust consequence of a warming climate is an increase in atmospheric water vapor, which
exacerbates precipitation events under similar meteorological conditions, meaning that when
rainfall occurs, the amount of rain falling in that event tends to be greater. As a result, what in the
past have been considered to be extreme precipitation events are becoming more frequent IPCC
2013; Asadieh and Krakauer 2015; Kunkel and Frankson 2015; Donat et al. 2016). On a global
scale, the observational annual-maximum daily precipitation has increased by 8.5% over the last
110 years; global climate models also derive an increase in extreme precipitation globally but
tend to underestimate the rate of the observed increase (Asadieh and Krakauer 2015; Donat et al.
2016; Fischer and Knutti 2016). Extreme precipitation events are increasing globally in
frequency over both wet and dry regions (Donat et al. 2016). Although more spatially
heterogeneous than heat extremes, numerous studies have found increases in precipitation
extremes on many regions using a variety of methods and threshold definitions (Kunkel et al.
2013), and those increases can be attributed to human-caused changes to the atmosphere (Min et
al. 2011; Zhang et al. 2013). Finally, extreme precipitation associated with tropical cyclones
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(TCs) is expected to increase in the future (Knutson et al. 2015), but current trends are not clear
(Kunkel et al. 2013).

The impact of extreme precipitation trends on flooding globally is complex because additional
factors like soil moisture and changes in land cover are important (Berghuijs et al. 2016).
Globally, due to limited data, there is low confidence for any significant current trends in river-
flooding associated with climate change (Kundzewicz et al. 2014), but the magnitude and
intensity of river flooding is projected to increase in the future (Arnell and Gosling 2016). More
on flooding trends in the United States is in Chapter 8: Droughts, Floods, and Wildfires.

Tornadoes and Thunderstorms

Increasing air temperature and moisture increase the risk of extreme convection, and there is
evidence for a global increase in severe thunderstorm conditions (Sander et al. 2013). Strong
convection, along with wind shear, represents favorable conditions for tornadoes. Thus, there is
reason to expect increased tornado frequency and intensity in a warming climate (Diffenbaugh et
al. 2013). Inferring current changes in tornado activity is hampered by changes in reporting
standards, and trends remain highly uncertain (Kunkel et al. 2013) (see Ch. 9: Extreme Storms).

Winter Storms

Winter storm tracks have shifted slightly northward (by about 0.4 degrees) in recent decades
over the Northern Hemisphere (Bender et al. 2012). More generally, extratropical cyclone
activity is projected to change in complex ways under future climate scenarios, with increases in
some regions and seasons and decreases in others. There are large model-to-model differences
among CMIPS5 climate models, with some models underestimating the current cyclone track
density (Colle et al. 2013; Chang 2013).

Enhanced Arctic warming (arctic amplification), due in part to sea ice loss, reduces lower
tropospheric meridional temperature gradients, diminishing baroclinicity (a measure of how
misaligned the gradient of pressure is from the gradient of air density) —an important energy
source for extratropical cyclones. At the same time, upper-level meridional temperature gradients
will increase due to a warming tropical upper troposphere and a cooling high-latitude lower
stratosphere. While these two effects counteract each other with respect to a projected change in
midlatitude storm tracks, the simulations indicate that the magnitude of Arctic amplification may
modulate some aspects (e.g., jet position, wave extent, and blocking frequency) of the circulation
in the North Atlantic region in some seasons (Barnes and Polvani 2015).

Tropical Cyclones

Detection and attribution of trends in past tropical cyclone (TC) activity is hampered by
uncertainties in the data collected prior to the satellite era and by uncertainty in the relative
contributions of natural variability and anthropogenic influences. Theoretical arguments and
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numerical modeling simulations support an expectation that radiative forcing by greenhouse
gases and anthropogenic aerosols can affect tropical cyclone activity in a variety of ways, but
robust formal detection and attribution for past observed changes has not yet been realized. Since
the IPCC ARS (2013), there is new evidence that the locations where tropical cyclones reach
their peak intensity have migrated poleward in both the Northern and Southern Hemispheres, in
concert with the independently measured expansion of the tropics (Kossin et al. 2014). In the
western North Pacific, this migration has substantially changed the tropical cyclone hazard
exposure patterns in the region and appears to have occurred outside of the historically measured
modes of regional natural variability (Kossin et al. 2016).

Whether global trends in high-intensity tropical cyclones are already observable is a topic of
active debate. Some research suggests positive trends (Elsner et al. 2008; Kossin et al. 2013), but
significant uncertainties remain (Kossin et al. 2013; see Ch. 9: Extreme Storms). Other studies
have suggested that aerosol pollution has masked the increase in TC intensity expected otherwise
from enhanced greenhouse warming (Wang et al. 2014; Sobel et al. 2016).

TC intensities are expected to increase with warming, both on average and at the high end of the
scale, as the range of achievable intensities expands, so that the most intense storms will exceed
the intensity of any in the historical record (Sobel et al. 2016). Some studies have projected an
overall increase in tropical cyclone activity (Emanuel 2013). However, studies with high-
resolution models are giving a different result. For example, a high-resolution dynamical
downscaling study of global TC activity under the RCP4.5 scenario projects an increased
occurrence of the highest-intensity tropical cyclones (Saffir-Simpson Categories 4 and 5), along
with a reduced overall tropical cyclone frequency, though there are considerable basin-to-basin
differences (Knutson et al. 2015). Chapter 9: Extreme Storms covers more on extreme storms
affecting the United States.

1.6. Global Changes in Land Processes

Changes in regional land cover have had important effects on climate, while climate change also
has important effects on land cover (IPCC 2013; also see Ch. 10: Land Cover). In some cases,
there are changes in land cover that are both consequences of and influences on global climate
change (e.g., declines in land ice and snow cover, thawing permafrost, and insect damage to
forests).

Northern Hemisphere snow cover extent has decreased, especially in spring, primarily due to
earlier spring snowmelt (by about 0.2 million square miles [0.5 million square km]; NSIDC
2017; Kunkel et al. 2016), and this decrease since the 1970s is at least partially driven by
anthropogenic influences (Rupp et al. 2013). Snow cover reductions, especially in the Arctic
region in summer, have led to reduced seasonal albedo (Callaghan et al. 2011).
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While global-scale trends in drought are uncertain due to insufficient observations, regional
trends indicate increased frequency and intensity of drought and aridification on land cover in the
Mediterranean (Sousa et al. 2011; Hoerling et al. 2013) and West Africa (Sheffield et al. 2012;
Dai 2013) and decreased frequency and intensity of droughts in central North America (Peterson
et al. 2013) and northwestern Australia (Jones et al. 2009; Sheffield et al. 2012; Dai 2013).

Anthropogenic land-use changes, such as deforestation and growing cropland extent, have
increased the global land surface albedo, resulting in a small cooling effect. Effects of other land-
use changes, including modifications of surface roughness, latent heat flux, river runoff, and
irrigation, are difficult to quantify, but may offset the direct land-use albedo changes (Bonan
2008; de Noblet-Ducoudré et al. 2012).

Globally, land-use change since 1750 has been typified by deforestation, driven by the growth in
intensive farming and urban development. Global land-use change is estimated to have released
190 + 65 GtC (gigatonnes of carbon) through 2015 (Le Quéré et al. 2015, 2016). Over the same
period, cumulative fossil fuel and industrial emissions are estimated to have been 410 + 20 GtC,
yielding total anthropogenic emissions of 600 + 70 GtC, of which cumulative land-use change
emissions were about 32% (Le Quéré et al. 2015, 2016). Tropical deforestation is the dominant
driver of land-use change emissions, estimated at 0.1-1.7 GtC per year, primarily from biomass
burning. Global deforestation emissions of about 3 GtC per year are compensated by around 2
GtC per year of forest regrowth in some regions, mainly from abandoned agricultural land
(Houghton et al. 2012; Pan et al. 2011).

Natural terrestrial ecosystems are gaining carbon through uptake of CO, by enhanced
photosynthesis due to higher CO, levels, increased nitrogen deposition, and longer growing
seasons in mid- and high latitudes. Anthropogenic atmospheric CO, absorbed by land
ecosystems is stored as organic matter in live biomass (leaves, stems, and roots), dead biomass
(litter and woody debris), and soil carbon.

Many studies have documented a lengthening growing season, primarily due to the changing
climate (Myneni et al. 1997; Menzel et al. 2006; Schwartz et al. 2006; Kim et al. 2012), and
elevated CO, is expected to further lengthen the growing season in places where the length is
water limited (Reyes-Fox et al. 2014). In addition, a recent study has shown an overall increase
in greening of the Earth in vegetated regions (Zhu et al. 2016), while another has demonstrated
evidence that the greening of Northern Hemisphere extratropical vegetation is attributable to
anthropogenic forcings, particularly rising atmospheric greenhouse gas levels (Mao et al. 2016).
However, observations (Finzi et al. 2006; Palmroth et al. 2006; Norby et al. 2010) and models
(Sokolov et al. 2008; Thornton et al. 2009; Zaehle and Friend 2010) indicate that nutrient
limitations and land availability will constrain future land carbon sinks.

Modifications to the water, carbon, and biogeochemical cycles on land result in both positive and
negative feedbacks to temperature increases (Betts et al. 2007; Bonan 2008; Bernier et al. 2011).
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Snow and ice albedo feedbacks are positive, leading to increased temperatures with loss of snow
and ice extent. While land ecosystems are expected to have a net positive feedback due to
reduced natural sinks of CO, in a warmer world, anthropogenically increased nitrogen deposition
may reduce the magnitude of the net feedback (Churkina et al. 2009; Zaehle et al. 2010;
Thornton et al. 2009). Increased temperature and reduced precipitation increase wildfire risk and
susceptibility of terrestrial ecosystems to pests and disease, with resulting feedbacks on carbon
storage. Increased temperature and precipitation, particularly at high latitudes, drives up soil
decomposition, which leads to increased CO, and CH, (methane) emissions (Page et al. 2002;
Ciais et al. 2005; Chambers et al. 2007; Kurz et al. 2008; Clark et al. 2010; van der Werf et al.
2010; Lewis et al. 2011). While some of these feedbacks are well known, others are not so well
quantified and yet others remain unknown; the potential for surprise is discussed further in
Chapter 15: Potential Surprises.

1.7. Global Changes in Sea Ice, Glaciers, and Land Ice

Since NCA3 (Melillo et al. 2014), there have been significant advances in the understanding of
changes in the cryosphere. Observations continue to show declines in Arctic sea ice extent and
thickness, Northern Hemisphere snow cover, and the volume of mountain glaciers and
continental ice sheets (Derksen and Brown 2012; IPCC 2013; Stroeve et al. 2014a,b; Comiso and
Hall 2014; Derksen et al. 2015). Evidence suggests in many cases that the net loss of mass from
the global cryosphere is accelerating indicating significant climate feedbacks and societal
consequences (Rignot et al. 2011, 2014; Williams et al. 2014; Zemp et al. 2015; Seo et al. 2015;
Harig and Simons 2016).

Arctic sea ice areal extent, thickness, and volume have declined since 1979 (IPCC 2013; Stroeve
et al. 2014a,b; Comiso and Hall 2014; Perovich et al. 2015). Annually-averaged Arctic sea ice
extent has decreased by 3.5%—4.1% per decade since 1979 with much larger reductions in
summer and fall (IPCC 2013; Stroeve et al. 2012b; Stroeve et al. 2014a; Comiso and Hall 2014).
For example, September sea ice extent decreased by 13.3% per decade between 1979 and 2016.
At the same time, September multi-year sea ice has melted faster than perennial sea ice (13.5% +
2.5% and 11.5% + 2.1% per decade, respectively, relative to the 1979-2012 average)
corresponding to 4-7.5 feet (1.3-2.3 meter) declines in winter sea ice thickness (IPCC 2013;
Perovich et al. 2015). October 2016 serves as a recent example of the observed lengthening of
the Arctic sea ice melt season marking the slowest recorded Arctic sea ice growth rate for that
month (Stroeve et al. 2014a; Parkinson 2014; NSIDC 2016). While current generation climate
models project a nearly ice-free Arctic Ocean in late summer by mid-century, they still simulate
weaker reductions in volume and extent than observed, suggesting that projected changes are too
conservative (IPCC 2013; Stroeve et al. 2012a; Stroeve et al. 2014b; Zhang and Knutson 2013).
See Chapter 11: Arctic Changes for further discussion of the implications of changes in the
Arctic.
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In contrast to the Arctic, sea ice extent around Antarctica has increased since 1979 by 1.2% to
1.8% per decade (IPCC 2013). Strong regional differences in the sea ice growth rates are found
around Antarctica but most regions (about 75%) show increases over the last 30 years (Zunz et
al. 2013). The gain in Antarctic sea ice is much smaller than the decrease in Arctic sea ice.
Changes in wind patterns, ice—ocean feedbacks, and freshwater flux have contributed to
Antarctic sea ice growth (Zunz et al. 2013; Eisenman et al. 2014; Pauling et al. 2016; Meehl et
al. 2016b).

Since the NCA3 (Mellilo et al. 2014), the Gravity Recovery and Climate Experiment (GRACE)
constellation (e.g., Velicogna and Wahr 2013) has provided a record of gravimetric land ice
measurements, advancing knowledge of recent mass loss from the global cryosphere. These
measurements indicate that mass loss from the Antarctic Ice Sheet, Greenland Ice Sheet, and
mountain glaciers around the world continues accelerating in some cases (Rignot et al. 2014;
Joughin et al. 2014; Williams et al. 2014; Harig and Simons 2015; Seo et al. 2015; Harig and
Simons 2016). The annually averaged ice mass from 37 global reference glaciers has decreased
every year since 1984, a decline expected to continue even if climate were to stabilize (IPCC
2013; Pelto 2015; Zemp et al. 2015; Mengel et al. 2016).

Observed rapid mass loss from West Antarctica is attributed to increased glacial discharge rates
due to diminishing ice shelves from the surrounding ocean becoming warmer (Jenkins et al.
2010; Feldmann and Levermann 2015). Recent evidence suggests that the Amundsen Sea sector
is expected to disintegrate entirely (Rignot et al. 2014; Joughin et al. 2014; Feldmann and
Levermann 2015) raising sea level by at least 1.2 meters (about 4 feet) and potentially an
additional foot or more on top of current sea level rise projections during this century (DeConto
and Pollard 2016; see Section 1.2.7 and Ch. 12: Sea Level Rise for further details). The potential
for unanticipated rapid ice sheet melt and/or disintegration is discussed further in Chapter 15:
Potential Surprises.

Over the last decade, the Greenland Ice Sheet mass loss has accelerated, losing 244 + 6 Gt per
year on average between January 2003 and May 2013 (Harig and Simons 2012; Jacob et al.
2012; IPCC 2013; Harig and Simons 2016). The portion of the Greenland Ice Sheet experiencing
annual melt has increased since 1980 including significant events (Tedesco et al. 2011; Fettweis
et al.2011; IPCC 2013; Tedesco et al. 2015). A recent example, an unprecedented 98.6% of the
Greenland Ice Sheet surface experienced melt on a single day in July 2012 (Nghiem et al. 2012;
Tedesco et al. 2013). Encompassing this event, GRACE data indicate that Greenland lost 562 Gt
of mass between April 2012 and April 2013 —more than double the average annual mass loss.

In addition, permafrost temperatures and active layer thicknesses have increased across much of
the Arctic (Shiklomanov et al. 2012; IPCC 2013; Romanovsky et al. 2015; also see Ch. 11:
Arctic Changes). Rising permafrost temperatures causing permafrost to thaw and become more
discontinuous raises concerns about potential emissions of carbon dioxide and methane (IPCC
2013). The potentially large contribution of carbon and methane emissions from permafrost and
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the continental shelf in the Arctic to overall warming is discussed further in Chapter 15: Potential
Surprises).

1.8. Global Changes in Sea Level

Statistical analyses of tide gauge data indicate that global mean sea level has risen about 8-9
inches (20-23 cm) since 1880, with a rise rate of approximately 0.5-0.6 inches/decade from
1901 to1990 (about 12—15 mm/decade; Church and White 2011; Hay et al. 2015; also see Ch.
12: Sea Level Rise). However, since the early 1990s, both tide gauges and satellite altimeters
have recorded a faster rate of sea level rise of about 1.2 inches/decade (approximately 3
cm/decade; Church and White 2011; Nerem et al. 2010; Hay et al. 2015), resulting in about 3
inches (about 8 cm) of the global rise since the early 1990s. Nearly two-thirds of the sea level
rise measured since 2005 has resulted from increases in ocean mass, primarily from land-based
ice melt; the remaining one-third of the rise is in response to changes in density from increasing
ocean temperatures (Merrifield et al. 2015).

Global sea level rise and its regional variability forced by climatic and ocean circulation patterns
are contributing to significant increases in annual tidal-flood frequencies, which are measured by
NOAA tide gauges and associated with minor infrastructure impacts to date; along some portions
of the U.S. coast, frequency of the impacts from such events appears to be accelerating (Ezer and
Atkinson 2014; Sweet and Park 2014; also see Ch. 12: Sea-Level Rise).

Future projections show that by 2100, global mean sea level is very likely to rise by 1.6-4.3 feet
(0.5-1.3 m) under RCP8.5, 1.1-3.1 feet (0.35-0.95 m) under RCP4.5, and 0.8-2.6 feet (0.24—
0.79 m) under RCP2.6 (see Ch. 4: Projections for a description of the scenarios) (Kopp et al.
2014). Sea level will not rise uniformly around the coasts of the United States and its oversea
territories. Local sea level rise is likely to be greater than the global average along the U.S.
Atlantic and Gulf Coasts and less than the global average in most of the Pacific Northwest.
Emerging science suggests these projections may be underestimates, particularly for higher
scenarios; a global mean sea level rise exceeding 8 feet (2.4 m) by 2100 cannot be excluded (see
Ch. 12: Sea Level Rise), and even higher amounts are possible as a result of marine ice sheet
instability (see Ch. 15: Potential Surprises). We have updated the global sea level rise scenarios
for 2100 of Parris et al. (2012) accordingly (Sweet et al. 2017), and also extended to year 2200 in
Chapter 12: Sea Level Rise. The scenarios are regionalized to better match the decision context
needed for local risk framing purposes.

1.9. Recent Global Changes Relative to Paleoclimates

Paleoclimate records demonstrate long-term natural variability in the climate and overlap the
records of the last two millennia, referred to here as the "Common Era". Before the emissions of
greenhouse gases from fossil fuels and other human-related activities became a major factor over
the last few centuries, the strongest drivers of climate during the last few thousand years had
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been volcanoes and land-use change (which has both albedo and greenhouse gas emissions
effects) (Schmudt et al. 2011). Based on a number of proxies for temperature (for example, from
tree rings, fossil pollen, corals, ocean and lake sediments, and ice cores), temperature records are
available for the last 2,000 years on hemispherical and continental scales (Figures 1.8 and 1.9)
(Mann et al. 2008; PAGES 2K Consortium 2013). High-resolution temperature records for North
America extend back less than half of this period, with temperatures in the early parts of the
Common Era inferred from analyses of pollen and other archives. For this era, there is a general
cooling trend, with a relatively rapid increase in temperature over the last 150-200 years (Figure
1.9, PAGES 2k Consortium 2013). For context, global annual-averaged temperatures for 1986—
2015 are likely much higher, and appear to have risen at a more rapid rate during the last 3
decades, than any similar period possibly over the past 2,000 years or longer (IPCC [2013]
makes a similar statement, but for the last 1,400 years because of data quality issues before that
time).

[INSERT FIGURES 1.8 AND 1.9 HERE]

Global temperatures of the magnitude observed recently (and projected for the rest of this
century) are related to very different forcings than past climates, but studies of past climates
suggest that such global temperatures were likely last observed during the Eemian period—the
last interglacial — 125,000 years ago; at that time, global temperatures were, at their peak, about
1.8°F-3.6°F (1°C-2°C) warmer than preindustrial temperatures (Turney and Jones 2010).
Coincident with these higher temperatures, sea levels during that period were about 16-30 feet
(6-9 meters) higher than modern levels (Kopp et al. 2009; Dutton and Lambeck 2012) (for
further discussion on sea levels in the past, see Ch. 12: Sea Level Rise).

Modeling studies suggest that the Eemian period warming can be explained in part by the
hemispheric changes in solar insolation from orbital forcing as a result of cyclic changes in the
shape of Earth's orbit around the sun (e.g., Kaspar et al. 2005), even though greenhouse gas
concentrations were similar to preindustrial levels. Equilibrium climate with modern greenhouse
gas concentrations (about 400 ppm CO,) most recently occurred 3 million years ago during the
Pliocene. During the warmest parts of this period, global temperatures were 5.4°F-7.2°F (3°C-
4°C) higher than today, and sea levels were about 82 feet (25 meters) higher (Haywood et al.
2013).

Box 1.2: Advances Since NCA3

This assessment reflects both advances in scientific understanding and approach since NCA3, as
well as global policy developments. Highlights of what aspects are either especially strengthened
or are emerging in the findings include
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Spatial downscaling: Projections of climate changes are downscaled to a finer resolution
than the original global climate models using the Localized Constructed Analogs
(LOCA) empirical statistical downscaling model. The downscaling generates temperature
and precipitation on a 1/16th degree latitude/longitude grid for the contiguous United
States. LOCA, one of the best statistical downscaling approaches, produces downscaled
estimates using a multi-scale spatial matching scheme to pick appropriate analog days
from observations (Chapters 4,6,7).

Risk-based framing: Highlighting aspects of climate science most relevant to assessment
of key societal risks are included more here than in prior national climate assessments.
This approach allows for emphasis of possible outcomes that, while relatively unlikely to
occur or characterized by high uncertainty, would be particularly consequential, and thus
associated with large risks (Chapters 6,7,8,9,12,15).

Detection and attribution: Significant advances have been made in the attribution of the
human influence for individual climate and weather extreme events since NCA3. This
assessment contains extensive discussion of new and emerging findings in this area
(Chapters 3,6,7.8).

Atmospheric circulation and extreme events: The extent to which atmospheric circulation
in the midlatitudes is changing or is projected to change, possibly in ways not captured by
current climate models, 1s a new important area of research. While still in its formative
stages, this research is critically important because of the implications of such changes
for climate extremes including extended cold air outbreaks, long-duration heat waves,
and changes in storms and drought patterns (Chapters 5,6,7).

Increased understanding of specific types of extreme events: How climate change may
affect specific types of extreme events in the United States is another key area where
scientific understanding has advanced. For example, this report highlights how intense
flooding associated with atmospheric rivers could increase dramatically as the
atmosphere and oceans warm or how tornadoes could be concentrated into a smaller
number of high-impact days over the average severe weather season (Chapter 9).

Model weighting: For the first time, maps and plots of climate projections will not show a
straight average of all available climate models. Rather, each model 1s given a weight
based on their 1) historical performance relative to observations and 2) independence
relative to other models. Although this is a more accurate way of representing model
output, it does not significantly alter the results: the weighting produces very similar
trends and spatial patterns to the equal-weighting-of-models approach used in prior
assessments (Chapters 4,6,7).
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High-resolution global climate model simulations: As computing resources have grown,
multidecadal simulations of global climate models are now being conducted at horizontal
resolutions on the order of 15 miles (25 km) that provide more realistic characterization
of intense weather systems, including hurricanes. Even the limited number of high-

resolution models currently available have increased confidence in projections of extreme
weather (Chapter 9).

The so-called “global warming hiatus”: Since NCA3, many studies have investigated
causes for the reported slowdown in the rate of increase in near-surface global mean
temperature from roughly 2000 through 2013. The slowdown, which ended with the
record warmth in 2014-2016, is understood to have been caused by a combination of
internal variability, mostly in the heat exchange between the ocean and the atmosphere,
and short-term variations in external forcing factors, both human and natural. On longer
time scales, relevant to human-induced climate change, there 1s no hiatus and the planet
continues to warm at a steady pace as predicted by basic atmospheric physics and the
well-documented increase in heat-trapping gases (Chapter 1).

Oceans and coastal waters: Concern over ocean acidification, warming, and oxygen loss
1s increasing as scientific understanding of the severity of their impacts grows. Both
oxygen loss and acidification may be magnified in some U.S. coastal waters relative to
the global average, raising the risk of serious ecological and economic consequences.
There 1s some evidence, still highly uncertain, that the Atlantic Meridional Circulation
(AMOC), sometimes referred to as the ocean’s conveyor belt, may be slowing down
(Chapters 2, 13).

Local sea level change projections: For the first time in the NCA process, sea level rise
projections incorporate geographic variation based on factors such as local land
subsidence, ocean currents, and changes in Earth’s gravitational field (Chapter 12).

Accelerated ice-sheet loss and irreversibility: New observations from many different
sources confirm that ice-sheet loss is accelerating. Combining observations with
simultaneous advances in the physical understanding of ice sheets, scientists are now
concluding that up to 8.5 feet of global sea level rise is possible by 2100 under a high
emissions scenario, up from 6.6 feet in NCA3 (Chapter 12).

Slower Arctic sea-ice area extent regrowth in fall and winter 2016-2017: The annual
Arctic sea ice extent minimum for 2016 relative to the long-term record was the second
lowest on record; since 1981, the sea ice minimum has decreased by 13.3% per decade,
more than 46% over the 35 years. In fall and winter 20162017, record-setting slow ice
regrowth was the lowest since observations began in 1981 (Chapter 11).
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e Potential surprises: Both large-scale state shifts in the climate system (sometimes
called “tipping points™) and compound extremes have the potential to generate
unanticipated surprises. The further the Earth system departs from historical climate
forcings, and the more the climate changes, the greater the potential for these surprises.
For the first time in the NCA process we include an extended discussion of these
potential surprises (Chapter 15).

o The Paris Agreement: The Paris Agreement, which entered into force November 4, 2016,
provides a new framework for its parties for the mitigation of and adaptation to climate
change, and to periodically update and revisit their respective domestic commitments.
This report discusses some important aspects of climate science that are relevant to
meeting the objectives of the Agreement (Chapters 4, 14).
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TRACEABLE ACCOUNTS
Key Finding 1

The global climate continues to change rapidly compared to the pace of the natural variations in
climate that have occurred throughout Earth’s history. Trends in globally averaged temperature,
sea level rise, upper-ocean heat content, land-based ice melt, Arctic sea ice, depth of seasonal
permafrost thaw, and other climate variables provide consistent evidence of a warming planet.
These observed trends are robust and have been confirmed by multiple independent research
groups around the world.

Description of evidence base

The Key Finding and supporting text summarize extensive evidence documented in the climate
science literature. Similar to statements made in previous national (NCA3; Melillo et al. 2014)
and international (IPCC 2013) assessments.

Evidence for changes in global climate arises from multiple analyses of data from in-situ,
satellite, and other records undertaken by many groups over several decades. These observational
datasets are used throughout this chapter and are discussed further in Appendix 1 (e.g., updates
of prior uses of these datasets by Vose et al. 2012; Karl et al. 2015). Changes in the mean state
have been accompanied by changes in the frequency and nature of extreme events (e.g., Kunkel
and Frankson 2015; Donat et al. 2016). A substantial body of analysis comparing the observed
changes to a broad range of climate simulations consistently points to the necessity of invoking
human-caused changes to adequately explain the observed climate system behavior. The
influence of human impacts on the climate system has also been observed in a number of
individual climate variables (attribution studies are discussed in Ch. 3: Detection and Attribution
and in other chapters).

Major uncertainties

Key remaining uncertainties relate to the precise magnitude and nature of changes at global, and
particularly regional, scales, and especially for extreme events and our ability to observe these
changes at sufficient resolution and to simulate and attribute such changes using climate models.
Innovative new approaches to instigation and maintenance of reference quality observation
networks such as the U.S. Climate Reference Network (http://www .ncei.noaa.gov/crn/),
enhanced climate observational and data analysis capabilities, and continued improvements in
climate modeling all have the potential to reduce uncertainties.

Assessment of confidence based on evidence and agreement, including short description of
nature of evidence and level of agreement

There is very high confidence that global climate is changing and this change is apparent across a
wide range of observations, given the evidence base and remaining uncertainties. All
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observational evidence is consistent with a warming climate since the late 1800s. There is very
high confidence that the global climate change of the past 50 years is primarily due to human
activities, given the evidence base and remaining uncertainties (IPCC 2013). Recent changes
have been consistently attributed in large part to human factors across a very broad range of
climate system characteristics.

Summary sentence or paragraph that integrates the above information

The key message and supporting text summarizes extensive evidence documented in the climate
science peer-reviewed literature. The trends described in NCA3 have continued and our
understanding of the observations related to climate and the ability to evaluate the many facets of
the climate system have increased substantially.

Key Finding 2

The frequency and intensity of extreme heat and heavy precipitation events are increasing in
most continental regions of the world (very high confidence). These trends are consistent with
expected physical responses to a warming climate. Climate model studies are also consistent
with these trends, although models tend to underestimate the observed trends, especially for the
increase in extreme precipitation events (very high confidence for temperature, high confidence
for extreme precipitation). The frequency and intensity of extreme temperature events are
virtually certain to increase in the future as global temperature increases (high confidence).
Extreme precipitation events will very likely continue to increase in frequency and intensity
throughout most of the world (high confidence). Observed and projected trends for some other
types of extreme events, such as floods, droughts, and severe storms, have more variable regional
characteristics.

Description of evidence base

The Key Finding and supporting text summarizes extensive evidence documented in the climate
science literature and are similar to statements made in previous national (NCA3; Melillo et al.,
2014) and international (IPCC 2013) assessments. The analyses of past trends and future
projections in extreme events and the fact that models tend to underestimate the observed trends
are also well substantiated through more recent peer-reviewed literature as well (Seneviratne et
al. 2014; Arnell and Gosling 2016; Wuebbles et al. 2014; Kunkel and Frankson 2015; Easterling
et al. 2016; Donat et al. 2016; Berghuijs et al. 2016; Fischer and Knutti 2016).

Major uncertainties

Key remaining uncertainties relate to the precise magnitude and nature of changes at global, and
particularly regional, scales, and especially for extreme events and our ability to simulate and
attribute such changes using climate models. Innovative new approaches to climate data analysis,
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continued improvements in climate modeling, and instigation and maintenance of reference
quality observation networks such as the U.S. Climate Reference Network
(http://www ncei.noaa.gov/crn/) all have the potential to reduce uncertainties.

Assessment of confidence based on evidence and agreement, including short description of
nature of evidence and level of agreement

There is very high confidence for the statements about past extreme changes in temperature and
precipitation and high confidence for future projections, based on the observational evidence and
physical understanding, that there are major trends in extreme events and significant projected
changes for the future.

Summary sentence or paragraph that integrates the above information

The Key Finding and supporting text summarizes extensive evidence documented in the climate
science peer-reviewed literature. The trends for extreme events that were described in the NCA3
and IPCC assessments have continued and our understanding of the data and ability to evaluate
the many facets of the climate system have increased substantially.

Key Finding 3

Many lines of evidence demonstrate that it is extremely likely that human influence has been the
dominant cause of the observed warming since the mid-20th century. Formal detection and
attribution studies for the period 1951 to 2010 find that the observed global mean surface
temperature warming lies in the middle of the range of likely human contributions to warming
over that same period. We find no convincing evidence that natural variability can account for
the amount of global warming observed over the industrial era. For the period extending over the
last century, there are no convincing alternative explanations supported by the extent of the
observational evidence. Solar output changes and internal variability can only contribute
marginally to the observed changes in climate over the last century, and we find no convincing
evidence for natural cycles in the observational record that could explain the observed changes in
climate. (Very high confidence)

Description of evidence base

The Key Finding and supporting text summarizes extensive evidence documented in the climate
science literature and are similar to statements made in previous national (NCA3; Melillo et al.
2014) and international (IPCC 2013) assessments. The human effects on climate have been well
documented through many papers in the peer reviewed scientific literature (e.g., see Ch. 2:
Physical Drivers of Climate Change and Ch. 3: Detection and Attribution for more discussion of
supporting evidence).
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Major uncertainties

Key remaining uncertainties relate to the precise magnitude and nature of changes at global, and
particularly regional, scales, and especially for extreme events and our ability to simulate and
attribute such changes using climate models. The exact effects from land use changes relative to
the effects from greenhouse gas emissions needs to be better understood.

Assessment of confidence based on evidence and agreement, including short description of
nature of evidence and level of agreement

There 1s very high confidence for a major human influence on climate.
Summary sentence or paragraph that integrates the above information

The key message and supporting text summarizes extensive evidence documented in the climate
science peer reviewed literature. The analyses described in the NCA3 and IPCC assessments
support our findings and new observations and modeling studies have further substantiated these
conclusions.

Key Finding 4

Global climate 1s projected to continue to change over this century and beyond. The magnitude
of climate change beyond the next few decades will depend primarily on the amount of
greenhouse (heat-trapping) gases emitted globally and on the remaining uncertainty in the
sensitivity of Earth’s climate to those emissions (very high confidence). With significant
reductions in the emissions of greenhouse gases, the global annually averaged temperature rise
could be limited to 3.6°F (2°C) or less. Without major reductions in these emissions, the increase
in annual average global temperatures relative to preindustrial times could reach 9°F (5°C) or
more by the end of this century (high confidence).

Description of evidence base

The Key Finding and supporting text summarizes extensive evidence documented in the climate
science literature and are similar to statements made in previous national (NCA3; Melillo et al.
2014) and international (IPCC 2013) assessments. The projections for future climate have been
well documented through many papers in the peer-reviewed scientific literature (e.g., see Ch. 4:
Projections for descriptions of the scenarios and the models used).

Major uncertainties

Key remaining uncertainties relate to the precise magnitude and nature of changes at global, and
particularly regional, scales, and especially for extreme events and our ability to simulate and
attribute such changes using climate models. Of particular importance are remaining

Subject to Final Copyedit 61 28 June 2017



A W N =

~N

10

11
12
13
14

15

16

17
18
19
20

21

22
23
24
25
26
27

28

29
30
31

32

CSSR 50D: FINAL CLEARANCE Chapter 1

uncertainties in the understanding of feedbacks in the climate system, especially in ice-albedo
and cloud cover feedbacks. Continued improvements in climate modeling to represent the
physical processes affecting Earth’s climate system are aimed at reducing uncertainties.
Monitoring and observation programs also can help improve the understanding needed to reduce
uncertainties.

Assessment of confidence based on evidence and agreement, including short description of
nature of evidence and level of agreement

There is very high confidence for continued changes in climate and high confidence for the levels
shown in the Key Finding.

Summary sentence or paragraph that integrates the above information

The Key Finding and supporting text summarizes extensive evidence documented in the climate
science peer-reviewed literature. The projections that were described in the NCA3 and IPCC
assessments support our findings and new modeling studies have further substantiated these
conclusions.

Key Finding 5

Natural variability, including El Nifio events and other recurring patterns of ocean—atmosphere
interactions, impact temperature and precipitation, especially regionally, over months to years.
The global influence of natural variability, however, is limited to a small fraction of observed
climate trends over decades.

Description of evidence base

The Key Finding and supporting text summarizes extensive evidence documented in the climate
science literature and are similar to statements made in previous national (NCA3; Melillo et al.
2014) and international (IPCC 2013) assessments. The role of natural variability in climate
trends has been extensively discussed in the peer-reviewed literature (e.g., Karl et al. 2015;
Rahmstorf et al. 2015; Lewandowsky et al. 2016; Mears and Wentz 2016; Trenberth et al. 2014;
Santer et al. 2017a,b).

Major uncertainties

Uncertainties still exist in the precise magnitude and nature of the full effects of individual ocean
cycles and other aspects of natural variability on the climate system. Increased emphasis on
monitoring should reduce this uncertainty significantly over the next few decades.
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Assessment of confidence based on evidence and agreement, including short description of
nature of evidence and level of agreement

There is very high confidence, affected to some degree by limitations in the observational record,
that the role of natural variability on future climate change is limited.

Summary sentence or paragraph that integrates the above information

The Key Finding and supporting text summarizes extensive evidence documented in the climate
science peer-reviewed literature. There has been an extensive increase in the understanding of
the role of natural variability on the climate system over the last few decades, including a
number of new findings since NCA3.

Key Finding 6

Longer-term climate records over past centuries and millennia indicate that average temperatures
in recent decades over much of the world have been much higher, and have risen faster during
this time period, than at any time in the past 1,700 years or more, the time period for which the
global distribution of surface temperatures can be reconstructed.

Description of evidence base

The Key Finding and supporting text summarizes extensive evidence documented in the climate
science literature and are similar to statements made in previous national (NCA3; Melillo et al.,
2014) and international (IPCC 2013) assessments. There are many recent studies of the
paleoclimate leading to this conclusion including those cited in the report (e.g., Mann et al. 2008;
PAGE 2K Consortium 2013).

Major uncertainties

Despite the extensive increase in knowledge in the last few decades, there are still many
uncertainties in understanding the hemispheric and global changes in climate over the Earth’s
history, including that of the last few millennia. Additional research efforts in this direction can
help reduce those uncertainties.

Assessment of confidence based on evidence and agreement, including short description of
nature of evidence and level of agreement

There is high confidence for current temperatures to be higher than they have been in at least
1,700 years and perhaps much longer.
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Summary sentence or paragraph that integrates the above information

The Key Finding and supporting text summarizes extensive evidence documented in the climate
science peer-reviewed literature. There has been an extensive increase in the understanding of
past climates on our planet, including a number of new findings since NCA3.
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Figure 1.1. This image shows observations globally from nine different variables that are key
indicators of a warming climate. The indicators (listed below) all show long-term trends that are
consistent with global warming. In parentheses are the number of datasets shown in each graph,
the length of time covered by the combined datasets and their anomaly reference period (where
applicable), and the direction of the trend: land surface air temperature (4 datasets, 1850-2016
relative to 1976-2005, increase); sea surface temperature (3 datasets, 1850-2016 relative to
1976-2005, increase); sea level (4 datasets, 1880-2014 relative to 1996-2005, increase);
tropospheric temperature (5 datasets, 1958-2016 relative to 1981-2005, increase); ocean heat
content, upper 700m (5 datasets, 1950-2016 relative to 199620035, increase); specific humidity
(4 datasets, 1973-2015 relative to 1986—2000, increase); Northern Hemisphere snow cover,
March—April and annual (1 dataset, 1967-2016 relative to 19762005, decrease); Arctic sea ice
extent, September and annual (1 dataset, 1979-2016, decrease); glacier cumulative mass balance
(1 dataset, 1980-2015, decrease). More information on the datasets can be found in the
accompanying metadata. (Figure source: NOAA NCEI/CICS-NC, updated from Melillo et al.
2014; Blunden and Arndt 2016).
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Global Land and Ocean Temperature Anomalies
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Figure 1.2. Top: Global annual average temperatures (as measured over both land and oceans)
for 1880-2016 relative to the reference period of 1901-1960; red bars indicate temperatures
above the average over 1901-1960, and blue bars indicate temperatures below the average.
Global annual average temperature has increased by more than 1.2°F (0.7°C) for the period
1986-2016 relative to 1901-1960. While there is a clear long-term global warming trend, some
years do not show a temperature increase relative to the previous year, and some years show
greater changes than others. These year-to-year fluctuations in temperature are mainly due to

natural sources of variability, such as the effects of El Nifios, LLa Nifias, and volcanic eruptions.
Based on the NCEI (NOAAGIobalTemp) dataset (updated from Vose et al. 2012). Bottom:
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Global average temperature averaged over decadal periods (18861895, 1896-1905, ..., 1996—
2005, except for the 11 years in the last period, 2006-2016). Horizontal label indicates mid-point
year of decadal period. Every decade since 1966—1975 has been warmer than the previous
decade. (Figure source: [top] adapted from NCEI 2016, [bottom] NOAA NCEI / CICS-NC).
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Surface Temperature Change
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Figure 1.3. Surface temperature change (in °F) for the period 1986-2015 relative to 1901-1960
from the NOAA National Centers for Environmental Information’s (NCEI) surface temperature
product. For visual clarity, statistical significance is not depicted on this map. Changes are
generally significant (at the 90% level) over most land and ocean areas. Changes are not
significant in parts of the North Atlantic Ocean, the South Pacific Ocean, and the southeastern
United States. There is insufficient data in the Arctic Ocean and Antarctica for computing long-
term changes (those sections are shown in grey because no trend can be derived). The relatively
coarse resolution (5.0° x 5.0°) of these maps does not capture the finer details associated with
mountains, coastlines, and other small-scale effects (see Ch. 6: Temperature Changes for a focus
on the United States). (Figure source: updated from Vose et al. 2012).
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Projected Global Temperatures
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Figure 1.4. Multimodel simulated time series from 1900 to 2100 for the change in global annual
mean surface temperature relative to 1901-1960 for a range of the Representative Concentration
Pathways (RCPs; see Ch. 4: Projections for more information). These scenarios account for the
uncertainty in future emissions from human activities (as analyzed with the 20+ models from
around the world used in the most recent international assessment [IPCC 2013]). The mean
(solid lines) and associated uncertainties (shading, showing +2 standard deviations [5%-95%]
across the distribution of individual models based on the average over 2081-2100) are given for
all of the RCP scenarios as colored vertical bars. The numbers of models used to calculate the
multimodel means are indicated. (Figure source: adapted from Walsh et al. 2014).
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Figure 1.5. Panel A shows the annual mean temperature anomalies relative to a 1901-1960
baseline for global mean surface temperature and global mean tropospheric temperature. Short-
term variability is superposed on a long-term warming signal, particularly since the 1960s. Panel
B shows the linear trend of short (12-year) and longer (25-year) overlapping periods plotted at
the time of the center of the trend period. For the longer period, trends are positive and nearly
constant since about 1975. Panel C shows the annual mean Pacific Decadal Oscillation (PDO)
index. Short-term temperature trends show a marked tendency to be lower during periods of
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generally negative PDO index, shown by the blue shading. (Figure source: adapted and updated
from Trenberth 2015 and Santer et al. 2017a; Panel B, © American Meteorological Society.

Used with permission.)
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Global Mean Temperature Change
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Figure 1.6. Comparison of global mean temperature anomalies (°F) from observations (through
2016) and the CMIP5 multimodel ensemble (through 2016), using the reference period 1901-
1960. The CMIP5 multimodel ensemble (black) is constructed from blended surface temperature
(ocean regions) and surface air temperature (land regions) data from the models, masked where
observations are not available in the GISTEMP dataset (Knutson et al. 2016). The importance of
using blended model data is shown in Richardson et al. (2016). The thick solid orange curve is
the model ensemble mean, formed from the ensemble across 36 models of the individual model
ensemble means. The shaded region shows the +/- two standard deviation range of the individual
ensemble member annual means from the 36 CMIP5 models. The dashed lines show the range
from maximum to minimum values for each year among these ensemble members. The sources
for the three observational indices are: HadCRUT4.5 (brown):
http://www.metoffice.gov.uk/hadobs/hadcrutd/data/current/download .html; NOAA (black):
https://www ncdc noaa.gov/monitoring-references/fag/anomalies .php; and GISTEMP (green):
https://data.giss .nasa.gov/pub/gistemp/gistemp1200_ERSSTv4 nc. (NOAA and HadCRUT4
downloaded on Feb. 15, 2017; GISTEMP downloaded on Feb. 10, 2017). (Figure source:
adapted from Knutson et al. 2016)
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Figure 1.7. Surface annually averaged precipitation change (in inches) for the period 1986-2015
relative to 1901-1960. The data 1s from long-term stations, so precipitation changes over the
ocean and Antarctica cannot be evaluated. The trends are not considered to be statistically
significant because of a lack of data coverage early in the record. The relatively coarse resolution
(0.5° x 0.5°) of these maps does not capture the finer details associated with mountains,
coastlines, and other small-scale effects. (Figure source: NOAA NCEI / CICS-NC).
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Figure 1.8. Changes in the temperature of the northern hemisphere from surface observations (in
red) and from proxies (in black; uncertainty range represented by shading) relative to 1961-1990
average temperature. If this graph were plotted relative to 1901-1960 instead of 1961-1990, the
temperature changes would be 0.47°F (0.26°C) higher. These analyses suggest that current
temperatures are higher than seen in the Northern Hemisphere, and likely globally, in at least the
last 1,700 years, and that the last decade (2006-2015) was the warmest decade on record. (Figure
source: adapted from Mann et al. 2008).
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Proxy Temperature Reconstructions
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Figure 1.9. Proxy temperatures reconstructions for the seven regions of the PAGES 2K
Network. Temperature anomalies are relative to the 1961-1990 reference period. If this graph
were plotted relative to 1901-1960 instead of 1961-1990, the temperature changes would 0.47°F
(0.26°C) higher. Grey lines around expected-value estimates indicate uncertainty ranges as
defined by each regional group (see PAGE 2K Consortium 2013 and related Supplementary
Information). Note that the changes in temperature over the last century tend to occur at a much
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faster rate than found in the previous time periods. The teal values are from the HadCRUT4
surface observation record for land and ocean for the 1800s to 2000 (Jones et al. 2012). (Figure
source: adapted from PAGES 2k Consortium 2013).
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2. Physical Drivers of Climate Change
Key Findings

1. Human activities continue to significantly affect Earth’s climate by altering factors that
change its radiative balance. These factors, known as radiative forcings, include changes in
greenhouse gases, small airborne particles (aerosols), and the reflectivity of the Earth’s
surface. In the industrial era, human activities have been, and are increasingly, the dominant
cause of climate warming. The increase in radiative forcing due to these activities has far
exceeded the relatively small net increase due to natural factors, which include changes in
energy from the sun and the cooling effect of volcanic eruptions. (Very high confidence)

2. Aerosols caused by human activity play a profound and complex role in the climate system
through radiative effects in the atmosphere and on snow and ice surfaces and through effects
on cloud formation and properties. The combined forcing of aerosol-radiation and aerosol—
cloud interactions is negative (cooling) over the industrial era (high confidence), offsetting a
substantial part of greenhouse gas forcing, which is currently the predominant human
contribution. The magnitude of this offset, globally averaged, has declined in recent decades,
despite increasing trends in aerosol emissions or abundances in some regions (medium to
high confidence)

3. The interconnected Earth—atmosphere—ocean system includes a number of positive and
negative feedback processes that can either strengthen (positive feedback) or weaken
(negative feedback) the system’s responses to human and natural influences. These feedbacks
operate on a range of timescales from very short (essentially instantaneous) to very long
(centuries). Global warming by net radiative forcing over the industrial era includes a
substantial amplification from these feedbacks (approximately a factor of three) (high
confidence). While there are large uncertainties associated with some of these feedbacks, the
net feedback effect over the industrial era has been positive (amplifying warming) and will
continue to be positive in coming decades (Very high confidence).

2.0 Introduction

Earth’s climate is undergoing substantial change due to anthropogenic activities (Ch. 1: Our
Globally Changing Climate). Understanding the causes of past and present climate change and
confidence in future projected changes depend directly on our ability to understand and model
the physical drivers of climate change (Clark et al. 2016). Our understanding is challenged by the
complexity and interconnectedness of the components of the climate system (that is, the
atmosphere, land, ocean, and cryosphere). This chapter lays out the foundation of climate change
by describing its physical drivers, which are primarily associated with atmospheric composition
(gases and aerosols) and cloud effects. We describe the principle radiative forcings and the
variety of feedback responses which serve to amplify these forcings.
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2.1 Earth’s Energy Balance and the Greenhouse Effect

The temperature of the Earth system 1s determined by the amounts of incoming (short-
wavelength) and outgoing (both short- and long-wavelength) radiation. In the modern era,
radiative fluxes are well-constrained by satellite measurements (Figure 2.1). About a third
(29.4%) of incoming, short-wavelength energy from the sun is reflected back to space and the
remainder 1s absorbed by the Earth system. The fraction of sunlight scattered back to space is
determined by the reflectivity (albedo) of clouds, land surfaces (including snow and ice), oceans,
and particles in the atmosphere. The amount and albedo of clouds, snow cover, and ice cover are
particularly strong determinants of the amount of sunlight reflected back to space because their
albedos are much higher than that of land and oceans.

In addition to reflected sunlight, Earth loses energy through infrared (long-wavelength) radiation
from the surface and atmosphere. Greenhouse gases (GHGs) in the atmosphere absorb most of
this radiation, leading to a warming of the surface and atmosphere. Figure 2.1 illustrates the
importance of greenhouse gases in the energy balance of the Earth system. The naturally
occurring GHGs 1n Earth’s atmosphere — principally water vapor and carbon dioxide —keep the
near-surface air temperature about 60°F (33°C) warmer than it would be in their absence,
assuming albedo is held constant (Lacis et al. 2010). Geothermal heat from Earth’s interior,
direct heating from energy production, and frictional heating through tidal flows also contribute
to the amount of energy available for heating the Earth’s surface and atmosphere, but their total
contribution is an extremely small fraction (< 0.1%) of that due to net solar (shortwave) and
infrared (longwave) radiation (e.g., see Davies and Davies 2010; Flanner 2009; Munk and
Wunsch 1998, where these forcings are quantified).

[INSERT FIGURE 2.1 HERE]

Thus, Earth’s equilibrium temperature in the modern era is controlled by a short list of factors:
incoming sunlight, absorbed and reflected sunlight, emitted infrared radiation, and infrared
radiation absorbed and re-emitted in the atmosphere, primarily by GHGs. Changes in these
factors affect Earth’s radiative balance and therefore its climate, including but not limited to the
average, near-surface air temperature. Anthropogenic activities have changed Earth’s radiative
balance and its albedo by adding GHGs, particles (aerosols), and aircraft contrails to the
atmosphere, and through land-use changes. Changes in the radiative balance (or forcings)
produce changes in temperature, precipitation, and other climate variables through a complex set
of physical processes, many of which are coupled (Figure 2.2). These changes, in turn, trigger
feedback processes which can further amplify and/or dampen the changes in radiative balance
(Sections 2.5 and 2.6).

In the following sections, the principal components of the framework shown in Figure 2.2 are
described. Climate models are structured to represent these processes; climate models and their
components and associated uncertainties, are discussed in more detail in Chapter 4: Projections.
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[INSERT FIGURE 2.2 HERE]

The processes and feedbacks connecting changes in Earth’s radiative balance to a climate
response (Figure 2.2) operate on a large range of timescales. Reaching an equilibrium
temperature distribution in response to anthropogenic activities takes decades or longer because
some components of the Earth system—in particular the oceans and cryosphere —are slow to
respond due to their large thermal masses and the long timescale of circulation between the
ocean surface and the deep ocean. Of the substantial energy gained in the combined ocean—
atmosphere system over the previous four decades, over 90% of it has gone into ocean warming
(Rhein et al. 2013; see Box 3.1 Fig 1). Even at equilibrium, internal variability in Earth’s climate
system causes limited annual- to decadal-scale variations in regional temperatures and other
climate parameters that do not contribute to long-term trends. For example, it is likely that
natural variability has contributed between —0.18°F (-0.1°C) and 0.18°F (0.1°C) to changes in
surface temperatures from 1951 to 2010; by comparison, anthropogenic GHGs have likely
contributed between 0.9°F (0.5°C) and 2.3°F (1.3°C) to observed surface warming over this
same period (Bindoff et al. 2013). Due to these longer timescale responses and natural
variability, changes in Earth’s radiative balance are not realized immediately as changes in
climate, and even in equilibrium there will always be variability around mean conditions.

2.2 Radiative Forcing (RF) and Effective Radiative Forcing (ERF)

Radiative forcing (RF) is widely used to quantify a radiative imbalance in Earth’s atmosphere
resulting from either natural changes or anthropogenic activities over the industrial era. It is
expressed as a change in net radiative flux (W/m?) either at the tropopause or top of the
atmosphere (Myhre et al. 2013), with the latter nominally defined at 20 km altitude to optimize
observation/model comparisons (Loeb et al. 2002). The instantaneous RF is defined as the
immediate change in net radiative flux following a change in a climate driver. RF can also be
calculated after allowing different types of system response: for example, after allowing
stratospheric temperatures to adjust, after allowing both stratospheric and surface temperature to
adjust, or after allowing temperatures to adjust everywhere (the equilibrium RF) (Figure 8.1 of
Myhre et al. 2013).

In this report, we follow the Intergovernmental Panel on Climate Change (IPCC)
recommendation that the RF caused by a forcing agent be evaluated as the net radiative flux
change at the tropopause after stratospheric temperatures have adjusted to a new radiative
equilibrium while assuming all other variables (for example, temperatures and cloud cover) are
held fixed (Box 8.1 of Myhre et al. 2013). A change that results in a net increase in the
downward flux (shortwave plus longwave) constitutes a positive RF, normally resulting in a
warming of the surface and/or atmosphere and potential changes in other climate parameters.
Conversely, a change that yields an increase in the net upward flux constitutes a negative RF,
leading to a cooling of the surface and/or atmosphere and potential changes in other climate
parameters.

Subject to Final Copyedit 100 28 June 2017



~N N kAW -

o0

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25

26

27
28
29
30
31
32
33
34
35
36
37
38

CSSR 50D: FINAL CLEARANCE Chapter 2

RF serves as a metric to compare present, past, or future perturbations to the climate system
(e.g., Boer and Yu 2003; Gillett et al. 2004; Matthews et al. 2004; Meehl et al. 2004; Jones et al.
2007; Mahajan et al. 2013; Shiogama et al. 2013). For clarity and consistency, RF calculations
require that a time period be defined over which the forcing occurs. Here, this period is the
industrial era, defined as beginning in 1750 and extending to 2011, unless otherwise noted. The
2011 end date is that adopted by the CMIPS5 calculations, which are the basis of RF evaluations
by the IPCC (Myhre et al. 2013).

A refinement of the RF concept introduced in the latest IPCC assessment (IPCC 2013) is the use
of effective radiative forcing (ERF). ERF for a climate driver is defined as its RF plus rapid
adjustment(s) to that RF (Myhre et al. 2013). These rapid adjustments occur on timescales much
shorter than, for example, the response of ocean temperatures. For an important subset of climate
drivers, ERF is more reliably correlated with the climate response to the forcing than is RF; as
such, it is an increasingly used metric when discussing forcing. For atmospheric components,
ERF includes rapid adjustments due to direct warming of the troposphere, which produces
horizontal temperature variations, variations in the vertical lapse rate, and changes in clouds and
vegetation, and it includes the microphysical effects of aerosols on cloud lifetime. Rapid changes
in land surface properties (temperature, snow and ice cover, and vegetation) are also included.
Not included in ERF are climate responses driven by changes in sea surface temperatures or sea
ice cover. For forcing by aerosols in snow (Section 2.3.2), ERF includes the effects of direct
warming of the snowpack by particulate absorption (for example, snow-grain size changes).
Changes in all of these parameters in response to RF are quantified in terms of their impact on
radiative fluxes (for example, albedo) and included in the ERF. The largest differences between
RF and ERF occur for forcing by light-absorbing aerosols because of their influence on clouds
and snow (Section 2.3.2). For most non-aerosol climate drivers, the differences between RF and
ERF are small.

2.3 Drivers of Climate Change over the Industrial Era

Climate drivers of significance over the industrial era include both those associated with
anthropogenic activity and, to a lesser extent, those of natural origin. The only significant natural
climate drivers in the industrial era are changes in solar irradiance, volcanic eruptions, and the El
Nifio—Southern Oscillation. Natural emissions and sinks of GHGs and tropospheric aerosols have
varied over the industrial era but have not contributed significantly to RF. The effects of cosmic
rays on cloud formation have been studied, but global radiative effects are not considered
significant (Krissansen-Totton and Davies 2013). There are other known drivers of natural origin
that operate on longer timescales (for example, changes in Earth’s orbit [Milankovitch cycles]
and changes in atmospheric CO, via chemical weathering of rock). Anthropogenic drivers can be
divided into a number of categories, including well-mixed greenhouse gases (WMGHGS), short-
lived climate forcers (SLCFs, which include methane, some hydrofluorocarbons [HFCs], ozone,
and aerosols), contrails, and changes in albedo (for example, land-use changes). Some
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WMGHG:s are also considered SLCFs (for example, methane). Figures 2.3-2.7 summarize
features of the principal climate drivers in the industrial era. Each is described briefly in the
following.

[INSERT FIGURE 2.3 HERE]
2.3.1 Natural Drivers

SOLAR IRRADIANCE

Changes in solar irradiance directly impact the climate system because the irradiance is Earth's
primary energy source (Lean 1997). In the industrial era, the largest variations in total solar
irradiance follow an 11-year cycle (Frolich and Lean 2004; Gray et al. 2010). Direct solar
observations have been available since 1978 (Kopp 2014), though proxy indicators of solar

cycles are available back to the early 1600s (Kopp et al. 2016). Although these variations
amount to only 0.1% of the total solar output of about 1360 W/m* (Kopp and Lean 2011),
relative variations in irradiance at specific wavelengths can be much larger (tens of percent).
Spectral variations in solar irradiance are highest at near-ultraviolet (UV) and shorter
wavelengths (Floyd et al. 2003), which are also the most important wavelengths for driving
changes in ozone (Ermolli et al. 2013; Bolduc et al. 2015). By affecting ozone concentrations,
variations in total and spectral solar irradiance induce discernible changes in atmospheric heating
and changes in circulation (Gray et al. 2010; Lockwood 2012; Seppili et al. 2014). The
relationships between changes in irradiance and changes in atmospheric composition, heating,
and dynamics are such that changes in total solar irradiance are not directly correlated with the
resulting radiative flux changes (Ermolli et al. 2013; Xu and Powell 2013; Gao et al. 2015).

The IPCC estimate of the RF due to changes in total solar irradiance over the industrial era is
0.05 W/m’ (range: 0.0 to 0.10 W/m?) (Myhre et al. 2013). This forcing does not account for
radiative flux changes resulting from changes in ozone driven by changes in the spectral
irradiance. Understanding of the links between changes in spectral irradiance, ozone
concentrations, heating rates, and circulation changes has recently improved using, in particular,
satellite data starting in 2002 that provide solar spectral irradiance measurements through the UV
(Ermolli et al. 2013) along with a series of chemistry—climate modeling studies (Swartz et al.
2012; Chiodo et al. 2014; Dhomse et al. 2013; Ermolli et al. 2013; Bolduc et al. 2015). At the
regional scale, circulation changes driven by solar spectral irradiance variations may be
significant for some locations and seasons, but are poorly quantified (Lockwood 2012). Despite
remaining uncertainties, there is very high confidence that solar radiance-induced changes in RF
are small relative to RF from anthropogenic GHGs over the industrial era (Myhre et al. 2013)
(Figure 2.3).
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VOLCANOES

Most volcanic eruptions are minor events with the effects of emissions confined to the
troposphere and only lasting for weeks to months. In contrast, explosive volcanic eruptions inject
substantial amounts of sulfur dioxide (SO,) and ash into the stratosphere, which leads to
significant short-term climate effects (Myhre et al. 2013, and references therein). SO, oxidizes to
form sulfuric acid (H,SO,) which condenses, forming new particles or adding mass to
preexisting particles, thereby substantially enhancing the attenuation of sunlight transmitted
through the stratosphere (that is, increasing aerosol optical depth). These aerosols increase the
Earth’s albedo by scattering sunlight back to space, creating a negative RF that cools the planet
(Andronova et al. 1999; Robock 2000). The RF persists for the lifetime of aerosol in the
stratosphere, which is a few years, far exceeding that in the troposphere (about a week). The
oceans respond to a negative volcanic RF through cooling and changes in ocean circulation
patterns that last for decades after major eruptions (for example, Mt. Tambora in 1815)
(Stenchikov et al. 2009; Ottera et al. 2010; Zanchettin et al. 2012; Zhang et al. 2013). In addition
to the direct RF, volcanic aerosol heats the stratosphere, altering circulation patterns, and
depletes ozone by enhancing surface reactions, which further changes heating and circulation.
The resulting impacts on advective heat transport can be larger than the temperature impacts of
the direct forcing (Robock 2000). Aerosol from both explosive and non-explosive eruptions also
affects the troposphere through changes in diffuse radiation and through aerosol—cloud
interactions. It has been proposed that major eruptions might “fertilize” the ocean with sufficient
iron to affect phyotoplankton production and, therefore, enhance the ocean carbon sink
(Langmann 2014). Volcanoes also emit CO, and water vapor, although in small quantities
relative to other emissions. At present, conservative estimates of annual CO, emissions from
volcanoes are less than 1% of CO, emissions from all anthropogenic activities (Gerlach 2011).
The magnitude of volcanic effects on climate depend on the number and strengths of eruptions,
the latitude of injection and, for ocean temperature and circulation impacts, the timing of the
eruption relative to ocean temperature and circulation patterns (Zanchettin et al. 2012; Zhang et
al. 2013).

Volcanic eruptions represent the largest natural forcing within the industrial era. In the last
millennium, eruptions caused several multiyear, transient episodes of negative RF of up to
several W/m” (Figure 2.6). The RF of the last major volcanic eruption, Mt. Pinatubo in 1991,
decayed to negligible values later in the 1990s, with the temperature signal lasting about twice as
long due to the effects of changes in ocean heat uptake (Stenchikov et al. 2009). A net volcanic
RF has been omitted from the drivers of climate change in the industrial era in Figure 2.3
because the value from multiple, episodic eruptions is negligible compared with the other climate
drivers. While future explosive volcanic eruptions have the potential to again alter Earth’s
climate for periods of several years, predictions of occurrence, intensity, and location remain
elusive. If a sufficient number of non-explosive eruptions occur over an extended time period in
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the future, average changes in tropospheric composition or circulation could yield a significant

RF (Robock 2000).
23.2 Anthropogenic Drivers
PRINCIPAL WELL-MIXED GREENHOUSE GASES (WMGHGs)

The principal WMGHGS are carbon dioxide (CO,), methane (CH,), and nitrous oxide (N,0).
With atmospheric lifetimes of a decade or more, these gases have modest-to-small regional
variabilities and are circulated and mixed around the globe to yield small interhemispheric
gradients. The atmospheric abundances and associated radiative forcings of WMGHGs have
increased substantially over the industrial era (Figures 2.4-2.6). Contributions from natural
sources of these constituents are accounted for in the industrial-era RF calculations shown in
Figure 2.6.

[INSERT FIGURES 24,25, AND 2.6 HERE]

CO, has substantial global sources and sinks (Figure 2.7). CO, emission sources have grown in
the industrial era primarily from fossil fuel combustion (that is, coal, gas, and oil), cement
manufacturing, and land-use change from activities such as deforestation (Ciais et al. 2013).
Carbonation of finished cement products is a sink of atmospheric CO,, offsetting a substantial
fraction (0.43) of the industrial-era emissions from cement production (Xi et al. 2016). A number
of processes act to remove CO, from the atmosphere, including uptake in the oceans, residual
land uptake, and rock weathering. These combined processes yield an effective atmospheric
lifetime for emitted CO, of many decades to millennia, far greater than any other major GHG.
Seasonal variations in CO, atmospheric concentrations occur in response to seasonal changes in
photosynthesis in the biosphere, and to a lesser degree to seasonal variations in anthropogenic
emissions. In addition to fossil fuel reserves, there are large natural reservoirs of carbon in the
oceans, in vegetation and soils, and in permafrost.

In the industrial era, the CO, atmospheric growth rate has been exponential (Figure 2.4), with the
increase in atmospheric CO, approximately twice that absorbed by the oceans. Over at least the
last 50 years, CO, has shown the largest annual RF increases among all GHGs (Figures 2.4 and
2.5). The global average CO, concentration has increased by 40% over the industrial era,
increasing from 278 parts per million (ppm) in 1750 to 390 ppm in 2011 (Ciais et al. 2013); it
now exceeds 400 ppm (as of 2016) (http://www esrl.noaa.gov/gmd/ccgg/trends/). CO, has been
chosen as the reference in defining the global warming potential (GWP) of other GHGs and
climate agents. The GWP of a GHG 1s the integrated RF over a specified time period (for
example, 100 years) from the emission of a given mass of the GHG divided by the integrated RF
from the same mass emission of CO,.

[INSERT FIGURE 2.7 HERE]
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The global mean methane concentration and RF have also grown substantially in the industrial
era (Figures 2.4 and 2.5). Methane is a stronger GHG than CO, for the same emission mass and
has a shorter atmospheric lifetime of about 12 years. Methane also has indirect climate effects
through induced changes in CO,, stratospheric water vapor, and ozone (Lelieveld and Crutzen
1992). The 100-year GWP of methane is 28-36, depending on whether oxidation into CO, is
included and whether climate-carbon feedbacks are accounted for; its 20-year GWP is even
higher (84-86) (Myhre et al. 2013 Table 8.7). With a current global mean value near 1840 parts
per billion by volume (ppb), the methane concentration has increased by a factor of about 2.5
over the industrial era. The annual growth rate for methane has been more variable than that for
CO, and N, O over the past several decades, and has occasionally been negative for short periods.

Methane emissions, which have a variety of natural and anthropogenic sources, totaled 556 + 56
Tg CH, in 2011 based on top-down analyses, with about 60% from anthropogenic sources (Ciais
et al. 2013). The methane budget is complicated by the variety of natural and anthropogenic
sources and sinks that influence its atmospheric concentration. These include the global
abundance of the hydroxyl radical (OH), which controls the methane atmospheric lifetime;
changes in large-scale anthropogenic activities such as mining, natural gas extraction, animal
husbandry, and agricultural practices; and natural wetland emissions (Table 6.8, Ciais et al.
2013). The remaining uncertainty in the cause(s) of the approximately 20-year negative trend in
the methane annual growth rate starting in the mid-1980s and the rapid increases in the annual
rate in the last decade (Figure 2.4) reflect the complexity of the methane budget (Ciais et al.
2013; Saunois et al. 2016; Nisbet et al. 2016).

Growth rates in the global mean nitrous oxide (N,0O) concentration and RF over the industrial era
are smaller than for CO, and methane (Figures 2.4 and 2.5). N,O is emitted in the nitrogen cycle
in natural ecosystems and has a variety of anthropogenic sources, including the use of synthetic
fertilizers in agriculture, motor vehicle exhaust, and some manufacturing processes. The current
global value near 330 ppb reflects steady growth over the industrial era with average increases in
recent decades of 0.75 ppb per year (Ciais et al. 2013) (Figure 2.4). Fertilization in global food
production is responsible for about 80% of the growth rate. Anthropogenic sources account for
approximately 40% of the annual N,O emissions of 17.9 (8.1 to 30.7) TgN (Ciais et al., 2013).
N,O has an atmospheric lifetime of about 120 years and a GWP in the range 265-298 (Myhre et
al. 2013 Table 8.7). The primary sink of N,O is photochemical destruction in the stratosphere,
which produces nitrogen oxides (NO,) that catalytically destroy ozone (e.g., Skiba and Rees
2014). Small indirect climate effects, such as the response of stratospheric ozone, are generally
not included in the N,O RF.

N,O is a component of the larger global budget of total nitrogen (N) comprising N,O, ammonia
(NH,), and reactive nitrogen (NO,). Significant uncertainties are associated with balancing this
budget over oceans and land while accounting for deposition and emission processes (Ciais et al.
2013; Fowler et al. 2013). Furthermore, changes in climate parameters such as temperature,

Subject to Final Copyedit 105 28 June 2017



O 00 3 N L

10

12
13
14
15
16
17
18
19
20

21

22
23
24
25
26
27
28

29
30
31
32
33
34
35
36

CSSR 50D: FINAL CLEARANCE Chapter 2

moisture, and CO, concentrations are expected to affect the N,O budget in the future, and
perhaps atmospheric concentrations.

OTHER WELL-MIXED GREENHOUSE GASES

Other WMGHG:s include several categories of synthetic (i.e., manufactured) gases, including
chlorofluorocarbons (CFCs), halons, hydrochlorofluorocarbons (HCFCs), hydrofluorocarbons
(HFCs), perfluorocarbons (PFCs), and sulfur hexafluoride (SF), collectively known as
halocarbons. Natural sources of these gases in the industrial era are small compared to
anthropogenic sources. Important examples are the expanded use of CFCs as refrigerants and in
other applications beginning in the mid-20th century. The atmospheric abundances of principal
CFCs began declining in the 1990s after their regulation under the Montreal Protocol as
substances that deplete stratospheric ozone (Figure 2.4). All of these gases are GHGs covering a
wide range of GWPs, atmospheric concentrations, and trends. PFCs, SF,, and HFCs are in the
basket of gases covered under the United Nations Framework Convention on Climate Change.
The United States joined other countries in proposing that HFCs be controlled as a WMGHGs
under the Montreal Protocol because of their large projected future abundances (Velders et al.
2015). In October 2016, the Montreal Protocol adopted an amendment to phase down global
HFC production and consumption, avoiding emissions equivalent to approximately 105 Gt CO,
by 2100 based on earlier projections (Velders et al. 2015). The atmospheric growth rates of some
halocarbon concentrations are significant at present (for example, SF, and HFC-134a), although
their RF contributions remain small (Figure 2.5).

WATER VAPOR

Water vapor in the atmosphere acts as a powerful natural GHG, significantly increasing the
Earth’s equilibrium temperature. In the stratosphere, water vapor abundances are controlled by
transport from the troposphere and from oxidation of methane. Increases in methane from
anthropogenic activities therefore increase stratospheric water vapor, producing a positive RF
(e.g., Solomon et al. 2010; Hegglin et al. 2014). Other less-important anthropogenic sources of
stratospheric water vapor are hydrogen oxidation (le Texier et al. 1988), aircraft exhaust
(Rosenlof et al. 2001; Morris et al. 2003), and explosive volcanic eruptions (Loffler et al. 2016).

In the troposphere, the amount of water vapor is controlled by temperature (Held and Soden
2000). Atmospheric circulation, especially convection, limits the buildup of water vapor in the
atmosphere such that the water vapor from direct emissions, for example by combustion of fossil
fuels or by large power plant cooling towers, does not accumulate in the atmosphere but actually
offsets water vapor that would otherwise evaporate from the surface. Direct changes in
atmospheric water vapor are negligible in comparison to the indirect changes caused by
temperature changes resulting from radiative forcing. As such, changes in tropospheric water
vapor are considered a feedback in the climate system (see Section 2.6.1 and Figure 2.2). As
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increasing GHG concentrations warm the atmosphere, tropospheric water vapor concentrations
increase, thereby amplifying the warming effect (Held and Soden 2000).

OZONE

Ozone is a naturally occurring GHG in the troposphere and stratosphere and is produced and
destroyed in response to a variety of anthropogenic and natural emissions. Ozone abundances
have high spatial and temporal variability due to the nature and variety of the production, loss,
and transport processes controlling ozone abundances, which adds complexity to the ozone RF
calculations. In the global troposphere, emissions of methane, NO,, carbon monoxide (CO), and
non-methane volatile organic compounds (VOCs) form ozone photochemically both near and far
downwind of these precursor source emissions, leading to regional and global positive RF
contributions (e.g., Dentener et al. 2005). Stratospheric ozone is destroyed photochemically in
reactions involving the halogen species chlorine and bromine. Halogens are released in the
stratosphere from the decomposition of some halocarbons emitted at the surface (WMO 2014).
Stratospheric ozone depletion, which is most notable in the polar regions, yields a net negative
RF (Myhre et al. 2013).

AEROSOLS

Atmospheric aerosols are perhaps the most complex and most uncertain component of forcing
due to anthropogenic activities (Myhre et al. 2013). Aerosols have diverse natural and
anthropogenic sources, and emissions from these sources interact in non-linear ways (Boucher et
al. 2013). Aerosol types are categorized by composition; namely, sulfate, black carbon, organic,
nitrate, dust, and sea salt. Individual particles generally include a mix of these components due to
chemical and physical transformations of aerosols and aerosol precursor gases following
emission. Aerosol tropospheric lifetimes are days to weeks due to the general hygroscopic nature
of primary and secondary particles and the ubiquity of cloud and precipitation systems in the
troposphere. Particles that act as cloud condensation nuclei (CCN) or are scavenged by cloud
droplets are removed from the troposphere in precipitation. The heterogeneity of aerosol sources
and locations combined with short aerosol lifetimes leads to the high spatial and temporal
variabilities observed in the global aerosol distribution and their associated forcings.

Aerosols from anthropogenic activities influence RF in three primary ways: through aerosol—
radiation interactions, through aerosol—cloud interactions, and through albedo changes from
absorbing-aerosol deposition on snow and ice (Boucher et al. 2013). RF from aerosol-radiation
interactions, also known as the aerosol “direct effect,” involves absorption and scattering of
longwave and shortwave radiation. RF from aerosol-cloud interactions, also known as the cloud
albedo “indirect effect,” results from changes in cloud droplet number and size due to changes in
aerosol (cloud condensation nuclei) number and composition. The RF for the global net aerosol—
radiation and aerosol—cloud interaction is negative (Myhre et al. 2013). However, the RF is not
negative for all aerosol types. Light-absorbing aerosols, such as black carbon, absorb sunlight,
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producing a positive RF. This absorption warms the atmosphere; on net, this response is assessed
to increase cloud cover and therefore increase planetary albedo (the “semi-direct” effect). This
“rapid response” lowers the ERF of atmospheric black carbon by approximately 15% relative to
its RF from direct absorption alone (Bond et al. 2013). ERF for aerosol—cloud interactions
includes this rapid adjustment for absorbing aerosol (that is, the cloud response to atmospheric
heating) and it includes cloud lifetime effects (for example, glaciation and thermodynamic
effects) (Boucher et al. 2013). Light-absorbing aerosols also affect climate when present in
surface snow by lowering surface albedo, yielding a positive RF (e.g. Flanner et al. 2009). For
black carbon deposited on snow, the ERF is a factor of three higher than the RF because of
positive feedbacks that reduce snow albedo and accelerate snow melt (e.g., Flanner et al. 2009;
Bond et al. 2013). There is very high confidence that the RF from snow and ice albedo is positive
(Bond et al. 2013).

LAND SURFACE

Land-cover changes (LCC) due to anthropogenic activities in the industrial era have changed the
land surface brightness (albedo), principally through deforestation and afforestation. There is
strong evidence that these changes have increased Earth’s global surface albedo, creating a
negative (cooling) RF of —0.15 + 0.10 W/m* (Myhre et al. 2013). In specific regions, however,
LCC has lowered surface albedo producing a positive RF (for example, through afforestation and
pasture abandonment). In addition to the direct radiative forcing through albedo changes, LCC
also have indirect forcing effects on climate, such as altering carbon cycles and altering dust
emissions through effects on the hydrologic cycle. These effects are generally not included in the
direct LCC RF calculations and are instead included in the net GHG and aerosol RFs over the
industrial era. These indirect forcings may be of opposite sign to that of the direct LCC albedo
forcing and may constitute a significant fraction of industrial-era RF driven by human activities
(Ward et al. 2014). Some of these effects, such as alteration of the carbon cycle, constitute
climate feedbacks (Figure 2.2) and are discussed more extensively in Chapter 10: Land Cover.
The increased use of satellite observations to quantify LCC has resulted in smaller negative LCC
RF values (e.g., Ju and Masek 2016). In areas with significant irrigation, surface temperatures
and precipitation are affected by a change in energy partitioning from sensible to latent heating.
Direct RF due to irrigation is generally small and can be positive or negative, depending on the
balance of longwave (surface cooling or increases in water vapor) and shortwave (increased
cloudiness) effects (Cook et al. 2015).

CONTRAILS

Line-shaped (linear) contrails are a special type of cirrus cloud that forms in the wake of jet-
engine aircraft operating in the mid- to upper troposphere under conditions of high ambient
humidity. Persistent contrails, which can last for many hours, form when ambient humidity
conditions are supersaturated with respect to ice. As persistent contrails spread and drift with the
local winds after formation, they lose their linear features, creating additional cirrus cloudiness
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that is indistinguishable from background cloudiness. Contrails and contrail cirrus are additional
forms of cirrus cloudiness that interact with solar and thermal radiation to provide a global net
positive RF and thus are visible evidence of an anthropogenic contribution to climate change
(Burkhardt and Kércher 2011).

24 Industrial-era Changes in Radiative Forcing Agents

The IPCC best-estimate values of present day RFs and ERFs from principal anthropogenic and
natural climate drivers are shown in Figure 2.3 and in Table 2.1. The past changes in the
industrial era leading up to present day RF are shown for anthropogenic gases in Figure 2.5 and
for all climate drivers in Figure 2.6.

The combined figures have several striking features. First, there is a large range in the
magnitudes of RF terms, with contrails, stratospheric ozone, black carbon on snow, and
stratospheric water vapor being small fractions of the largest term (CO,). The sum of ERFs from
CO, and non-CO, GHGs, tropospheric ozone, stratospheric water, contrails, and black carbon on
snow shows a gradual increase from 1750 to the mid-1960s and accelerated annual growth in the
subsequent 50 years (Figure 2.6). The sum of aerosol effects, stratospheric ozone depletion, and
land use show a monotonically increasing cooling trend for the first two centuries of the depicted
time series. During the past several decades, however, this combined cooling trend has leveled
off due to reductions in the emissions of aerosols and aerosol precursors, largely as a result of
legislation designed to improve air quality (Smith and Bond 2014; Fiore et al. 2015). In contrast,
the volcanic RF reveals its episodic, short-lived characteristics along with large values that at
times dominate the total RF. Changes in total solar irradiance over the industrial era are
dominated by the 11-year solar cycle and other short-term variations. The solar irradiance RF
between 1745 and 2005 is 0.05 (range of 0.0-0.1) W/m* (Myhre et al. 2013), a very small
fraction of total anthropogenic forcing in 2011. The large relative uncertainty derives from
inconsistencies among solar models, which all rely on proxies of solar irradiance to fit the
industrial era. In total, ERF has increased substantially in the industrial era, driven almost
completely by anthropogenic activities, with annual growth in ERF notably higher after the mid-
1960s.

The principal anthropogenic activities that have increased ERF are those that increase net GHG
emissions. The atmospheric concentrations of CO,, CH,, and N,O are higher now than they have
been in at least the past 800,000 years (Masson-Delmotte et al. 2013). All have increased
monotonically over the industrial era (Figure 2.4), and are now 40%, 250%, and 20%,
respectively, above their preindustrial concentrations as reflected in the RF time series in Figure
2.5. Tropospheric ozone has increased in response to growth in precursor emissions in the
industrial era. Emissions of synthetic GHGs have grown rapidly beginning in the mid-20th
century, with many bringing halogens to the stratosphere and causing ozone depletion in
subsequent decades. Aerosol RF effects are a sum over aerosol-radiation and aerosol—cloud
interactions; this RF has increased in the industrial era due to increased emissions of aerosol and

Subject to Final Copyedit 109 28 June 2017



O 00 I &N i B W N =

10
11

12
13
14
15
16
17
18
19
20
21
22
23
24
25
26

27
28
29
30
31
32
33
34

35
36
37

CSSR 50D: FINAL CLEARANCE Chapter 2

aerosol precursors (Figure 2.6). These global aerosol RF trends average across disparate trends at
the regional scale. The recent leveling off of global aerosol concentrations is the result of
declines in many regions that were driven by enhanced air quality regulations, particularly
starting in the 1980s (e.g., Philipona et al. 2009; Liebensperger et al. 2012; Wild 2016). These
declines are partially offset by increasing trends in other regions, such as much of Asia and
possibly the Arabian Peninsula (Hsu et al. 2012; Chin et al. 2014; Lynch et al. 2016). In highly
polluted regions, negative aerosol RF may fully offset positive GHG RF, in contrast to global
annual averages in which positive GHG forcing fully offsets negative aerosol forcing (Figures
2.3 and 2.6).

2.5 The Complex Relationship between Concentrations, Forcing, and
Climate Response

Climate changes occur in response to ERFs, which generally include certain rapid responses to
the underlying RF terms. (Figure 2.2). Responses within the Earth system to forcing can act to
either amplify (positive feedback) or reduce (negative feedback) the original forcing. These
feedbacks operate on a range of timescales, from days to centuries. Thus, in general, the full
climate impact of a given forcing is not immediately realized. Of interest are the climate
response at a given point in time under continuously evolving forcings and the total climate
response realized for a given forcing. A metric for the former, which approximates near-term
climate change from a GHG forcing, is the transient climate response (TCR), defined as the
change in global mean surface temperature when the atmospheric CO, concentration has doubled
in a scenario of concentration increasing at 1% per year. The latter is given by the equilibrium
climate sensitivity (ECS), defined as the change at equilibrium in annual and global mean
surface temperature following a doubling of the atmospheric CO, concentration (Flato et al.
2013). TCR is more representative of near-term climate change from a GHG forcing. To estimate
ECS, climate model runs have to simulate thousands of years in order to allow sufficient time for
ocean temperatures to reach equilibrium.

In the IPCC’s Fifth Assessment Report, ECS is assessed to be a factor of 1.5 or more greater than
the TCR (ECS is 2.7°F to 8.1°F [1.5°C to 4.5°C] and TCR is 1.8°F to 4.5°F [1.0°C to 2.5°C];
Flato et al. 2013), exemplifying that longer time-scale feedbacks are both significant and
positive. Confidence in the model-based TCR and ECS values is increased by their agreement,
within respective uncertainties, with other methods of calculating these metrics (Collins et al.
2013; Box 12.2). The alternative methods include using reconstructed temperatures from
paleoclimate archives, the forcing/response relationship from past volcanic eruptions, and
observed surface and ocean temperature changes over the industrial era (Collins et al. 2013).

While TCR and ECS are defined specifically for the case of doubled CO,, the climate sensitivity
factor, A, more generally relates the equilibrium surface temperature response (AT) to a constant
forcing (ERF) as given by AT = AERF (Knutti and Hegerl 2008; Flato et al. 2013). The A factor
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is highly dependent on feedbacks within the Earth system; all feedbacks are quantified
themselves as radiative forcings, since each one acts by affecting Earth’s albedo or its
greenhouse effect. Models in which feedback processes are more positive (that is, more strongly
amplify warming) tend to have a higher climate sensitivity (see Figure 9.43 of Flato et al. 2013).
In the absence of feedbacks, A would be equal to 0.54°F/(W/m?) (0.30°C/[W/m’]). The
magnitude of A for ERF over the industrial era varies across models, but in all cases A is greater
than 0.54°F/(W/m?), indicating the sum of all climate feedbacks tends to be positive. Overall, the
global warming response to ERF includes a substantial amplification from feedbacks, with a
model mean A of 0.86°F/(W/m?) (0.48°C/[W/m’]) with a 90% uncertainty range of
+0.23°F/(W/m?) (+0.13°C/[W/m?]) (as derived from climate sensitivity parameter in Table 9.5 of
Flato et al. [2013] combined with methodology of Bony et al. [2006]). Thus, there is high
confidence that the response of the Earth system to the industrial-era net positive forcing is to
amplify that forcing (Figure 9.42 of Flato et al. 2013).

The models used to quantify A account for the near-term feedbacks described below (Section
2.6.1), though with mixed levels of detail regarding feedbacks to atmospheric composition.
Feedbacks to the land and ocean carbon sink, land albedo and ocean heat uptake, most of which
operate on longer timescales (Section 2.6.2), are currently included on only a limited basis, or in
some cases not at all, in climate models. Climate feedbacks are the largest source of uncertainty
in quantifying climate sensitivity (Flato et al. 2013); namely, the responses of clouds, the carbon
cycle, ocean circulation and, to a lesser extent, land and sea ice to surface temperature and
precipitation changes.

The complexity of mapping forcings to climate responses on a global scale is enhanced by
geographic and seasonal variations in these forcings and responses, driven in part by similar
variations in anthropogenic emissions and concentrations. Studies show that the spatial pattern
and timing of climate responses are not always well correlated with the spatial pattern and timing
of a radiative forcing, since adjustments within the climate system can determine much of the
response (e.g., Shindell and Faluvegi 2009; Crook and Forster 2011; Knutti and Rugenstein
2015). The RF patterns of short-lived climate drivers with inhomogeneous source distributions,
such as aerosols, tropospheric ozone, contrails, and land cover change, are leading examples of
highly inhomogeneous forcings. Spatial and temporal variability in aerosol and aerosol precursor
emissions is enhanced by in-atmosphere aerosol formation and chemical transformations, and by
aerosol removal in precipitation and surface deposition. Even for relatively uniformly distributed
species (for example, WMGHGs), RF patterns are less homogenous than their concentrations.
The RF of a uniform CO, distribution, for example, depends on latitude and cloud cover
(Ramanathan et al. 1979). With the added complexity and variability of regional forcings, the
global mean RFs are known with more confidence than the regional RF patterns. Forcing
feedbacks in response to spatially variable forcings also have variable geographic and temporal
patterns.
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Quantifying the relationship between spatial RF patterns and regional and global climate
responses in the industrial era is difficult because it requires distinguishing forcing responses
from the inherent internal variability of the climate system, which acts on a range of time scales.
The ability to test the accuracy of modeled responses to forcing patterns is limited by the sparsity
of long-term observational records of regional climate variables. As a result, there is generally
very low confidence in our understanding of the qualitative and quantitative forcing—response
relationships at the regional scale. However, there is medium to high confidence in other features,
such as aerosol effects altering the location of the Inter Tropical Convergence Zone (ITCZ) and
the positive feedback to reductions of snow and ice and albedo changes at high latitudes
(Boucher et al. 2013; Myhre et al. 2013).

2.6 Radiative-forcing Feedbacks
2.6.1 Near-term Feedbacks
PLANCK FEEDBACK

When the temperatures of Earth’s surface and atmosphere increase in response to RF, more
infrared radiation is emitted into the lower atmosphere; this serves to restore radiative balance at
the tropopause. This radiative feedback, defined as the Planck feedback, only partially offsets the
positive RF while triggering other feedbacks that affect radiative balance. The Planck feedback
magnitude is —3.20 + 0.04 W/m’ per 1.8°F (1°C) of warming and is the strongest and primary
stabilizing feedback in the climate system (Vial et al. 2013).

WATER VAPOR AND LAPSE RATE FEEDBACKS

Warmer air holds more moisture (water vapor) than cooler air—about 7% more per degree
Celsius—as dictated by the Clausius—Clapeyron relationship (Allen and Igram 2002). Thus, as
global temperatures increase, the total amount of water vapor in the atmosphere increases,
adding further to greenhouse warming—a positive feedback —with a mean value derived from a
suite of atmosphere/ocean global climate models (AOGCM) of 1.6 + 0.3 W/m” per 1.8°F (1°C)
of warming (Flato et al. 2013, Table 9.5). The water vapor feedback is responsible for more than
doubling the direct climate warming from CO, emissions alone (Bony et al. 2006; Soden and
Held 2006; Vial et al. 2013). Observations confirm that global tropospheric water vapor has
increased commensurate with measured warming (IPCC 2013, FAQ 3.2 and Figure 1a).
Interannual variations and trends in stratospheric water vapor, while influenced by tropospheric
abundances, are controlled largely by tropopause temperatures and dynamical processes (Dessler
et al. 2014). Increases in tropospheric water vapor have a larger warming effect in the upper
troposphere (where it is cooler) than in the lower troposphere, thereby decreasing the rate at
which temperatures decrease with altitude (the lapse rate). Warmer temperatures aloft increase
outgoing infrared radiation—a negative feedback —with a mean value derived from the same
AOGCM suite of —0.6 + 0.4 W/m’ per 1.8°F (1°C) warming. These feedback values remain
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largely unchanged between recent IPCC assessments (IPCC 2007; 2013). Recent advances in
both observations and models have increased confidence that the net effect of the water vapor
and lapse rate feedbacks is a significant positive RF (Flato et al. 2013).

CLOUD FEEDBACKS

An increase in cloudiness has two direct impacts on radiative fluxes: first, it increases scattering
of sunlight, which increases Earth’s albedo and cools the surface (the shortwave cloud radiative
effect); second, it increases trapping of infrared radiation, which warms the surface (the
longwave cloud radiative effect). A decrease in cloudiness has the opposite effects. Clouds have
a relatively larger shortwave effect when they form over dark surfaces (for example, oceans)
than over higher albedo surfaces, such as sea ice and deserts. For clouds globally, the shortwave
cloud radiative effect is about —50 W/m” and the longwave effect is about +30 W/m®, yielding a
net cooling influence (Loeb et al. 2009; Sohn et al. 2010). The relative magnitudes of both
effects vary with cloud type as well as with location. For low-altitude, thick clouds (for example,
stratus and stratocumulus) the shortwave radiative effect dominates, so they cause a net cooling.
For high-altitude, thin clouds (for example, cirrus) the longwave effect dominates, so they cause
a net warming (e.g., Hartmann et al. 1992; Chen et al. 2000). Therefore, an increase in low
clouds is a negative feedback to RF, while an increase in high clouds is a positive feedback. The
potential magnitude of cloud feedbacks is large compared with global RF (see Section 2.4).
Cloud feedbacks also influence natural variability within the climate system and may amplify
atmospheric circulation patterns and the El Nifio—Southern Oscillation (Rédel et al. 2016).

The net radiative effect of cloud feedbacks is positive over the industrial era, with an assessed
value of +0.27 + 0.42 W/m? per 1.8°F (1°C) warming (Vial et al. 2013). The net cloud feedback
can be broken into components, where the longwave cloud feedback is positive (+0.24 + 0.26
W/m? per 1.8°F [1°C] warming) and the shortwave feedback is near-zero (+0.14 + 0.40 W/m” per
1.8°F [1°C] warming; Vial et al. 2013), though the two do not add linearly. The value of the
shortwave cloud feedback shows a significant sensitivity to computation methodology (Taylor et
al. 2011; Vial et al. 2013; Klocke et al. 2013). Uncertainty in cloud feedback remains the largest
source of inter-model differences in calculated climate sensitivity (Vial et al. 2013; Boucher et
al. 2013).

SNOW, ICE, AND SURFACE ALBEDO

Snow and ice are highly reflective to solar radiation relative to land surfaces and the ocean. Loss
of snow cover, glaciers, ice sheets, or sea ice resulting from climate warming lowers Earth’s
surface albedo. The losses create the snow-albedo feedback because subsequent increases in
absorbed solar radiation lead to further warming as well as changes in turbulent heat fluxes at the
surface (Sejas et al. 2014). For seasonal snow, glaciers, and sea ice, a positive albedo feedback
occurs where light-absorbing aerosols are deposited to the surface, darkening the snow and ice
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and accelerating the loss of snow and ice mass (e.g., Hansen and Nazarenko 2004; Jacobson
2004; Flanner et al. 2009; Skeie et al. 2011; Bond et al. 2013; Yang et al. 2015).

For ice sheets (for example, on Antarctica and Greenland—see Ch. 11: Arctic Changes), the
positive radiative feedback is further amplified by dynamical feedbacks on ice-sheet mass loss.
Specifically, since continental ice shelves limit the discharge rates of ice sheets into the ocean;
any melting of the ice shelves accelerates the discharge rate, creating a positive feedback on the
ice-stream flow rate and total mass loss (e.g., Holland et al. 2008; Schoof 2010; Rignot et al.
2010; Joughin et al. 2012). Warming oceans also lead to accelerated melting of basal ice (ice at
the base of a glacier or ice sheet) and subsequent ice-sheet loss (e.g., Straneo et al. 2013; Thoma
et al. 2015; Alley et al. 2016; Silvano et al. 2016). Feedbacks related to ice sheet dynamics occur
on longer timescales than other feedbacks —many centuries or longer. Significant ice-sheet melt
can also lead to changes in freshwater input to the oceans, which in turn can affect ocean
temperatures and circulation, ocean—atmosphere heat exchange and moisture fluxes, and
atmospheric circulation (Masson-Delmotte et al. 2013).

The complete contribution of ice-sheet feedbacks on timescales of millennia are not generally
included in CMIP5 climate simulations. These slow feedbacks are also not thought to change in
proportion to global mean surface temperature change, implying that the apparent climate
sensitivity changes with time, making it difficult to fully understand climate sensitivity
considering only the industrial age. This slow response increases the likelihood for tipping
points, as discussed further in Chapter 15: Potential Surprises.

The surface-albedo feedback is an important influence on interannual variations in sea ice as well
as on long-term climate change. While there is a significant range in estimates of the snow-
albedo feedback, it is assessed as positive (Hall and Qu 2006; Fernandes et al. 2009; Vial et al.
2013), with a best estimate of 0.27 = 0.06 W/m” per 1.8°F (1°C) of warming globally. Within the
cryosphere, the surface-albedo feedback is most effective in polar regions (Winton 2006; Taylor
et al. 2011); there is also evidence that polar surface-albedo feedbacks might influence the
tropical climate as well (Hall 2004).

Changes in sea ice can also influence Arctic cloudiness. Recent work indicates that Arctic clouds
have responded to sea ice loss in fall but not summer (Kay and Gettelman 2009; Kay et al. 2011;
Kay and L’Ecuyer 2013; Pistone et al. 2014; Taylor et al. 2015). This has important implications
for future climate change, as an increase in summer clouds could offset a portion of the
amplifying surface-albedo feedback, slowing down the rate of arctic warming.

ATMOSPHERIC COMPOSITION

Climate change alters the atmospheric abundance and distribution of some radiatively active
species by changing natural emissions, atmospheric photochemical reaction rates, atmospheric
lifetimes, transport patterns, or deposition rates. These changes in turn alter the associated ERFs,
forming a feedback (Liao et al. 2009; Unger et al. 2009; Raes et al. 2010). Atmospheric
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composition feedbacks occur through a variety of processes. Important examples include
climate-driven changes in temperature and precipitation that affect 1) natural sources of NO,
from soils and lightning and VOC sources from vegetation, all of which affect ozone abundances
(Raes et al. 2010; Tai et al. 2013; Yue et al. 2015); 2) regional aridity, which influences surface
dust sources as well as susceptibility to wildfires; and 3) surface winds, which control the
emission of dust from the land surface and the emissions of sea salt and dimethyl sulfide—a
natural precursor to sulfate aerosol —from the ocean surface.

Climate-driven ecosystem changes that alter the carbon cycle potentially impact atmospheric
CO, and CH, abundances (Section 2.6.2). Atmospheric aerosols affect clouds and precipitation
rates, which in turn alter aerosol removal rates, lifetimes, and atmospheric abundances.
Longwave radiative feedbacks and climate-driven circulation changes also alter stratospheric
ozone abundance (Nowack et al. 2015). Investigation of these and other composition—climate
interactions is an active area of research (e.g., John et al. 2012; Pacifico et al. 2012; Morgenstern
et al. 2013; Holmes et al. 2013; Naik et al. 2013; Voulgarakis et al. 2013; Isaksen et al. 2014;
Dietmuller et al. 2014; Banerjee et al. 2014). While understanding of key processes is improving,
atmospheric composition feedbacks are absent or limited in many global climate modeling
studies used to project future climate, though this is rapidly changing (ACC-MIP 2017). For
some composition—climate feedbacks involving shorter-lived constituents, the net effects may be
near-zero at the global scale while significant at local to regional scales (e.g. Raes et al. 2010;
Han et al. 2013).

2.6.2 Long-term Feedbacks
TERRESTRIAL ECOSYSTEMS AND CLIMATE CHANGE FEEDBACKS

The cycling of carbon through the climate system is an important long-term climate feedback
that affects atmospheric CO, concentrations. The global mean atmospheric CO, concentration is
determined by emissions from burning fossil fuels, wildfires, and permafrost thaw balanced
against CO, uptake by the oceans and terrestrial biosphere (Ciais et al. 2013; Le Quéré et al.
2016) (Figures 2.2 and 2.7). During the past decade, just less than a third of anthropogenic CO,
has been taken up by the terrestrial environment, and another quarter by the oceans (Le Quéré et
al. 2016 Table 8) through photosynthesis and through direct absorption by ocean surface waters.
The capacity of the land to continue uptake of CO, is uncertain and depends on land-use
management and on responses of the biosphere to climate change (see Ch. 10: Land Cover).
Altered uptake rates affect atmospheric CO, abundance, forcing, and rates of climate change.
Such changes are expected to evolve on the decadal and longer timescale, though abrupt changes
are possible.

Significant uncertainty exists in quantification of carbon-cycle feedbacks. Differences in the
assumed characteristics of the land carbon-cycle processes are the primary cause of the inter-
model spread in modeling the present-day carbon cycle and a leading source of uncertainty.

Subject to Final Copyedit 115 28 June 2017



O 00 1 &N D B W N =

e e e
W o = O

15
16
17
18
19
20
21

22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39

CSSR 50D: FINAL CLEARANCE Chapter 2

Significant uncertainties also exist in ocean carbon-cycle changes in future climate scenarios.
Basic principles of carbon cycle dynamics in terrestrial ecosystems suggest that increased
atmospheric CO, concentrations can directly enhance plant growth rates and, therefore, increase
carbon uptake (the “CO, fertilization” effect), nominally sequestering much of the added carbon
from fossil-fuel combustion (e.g., Wenzel et al. 2016). However, this effect is variable;
sometimes plants acclimate so that higher CO, concentrations no longer enhance growth (e.g.,
Franks et al. 2013). In addition, CO, fertilization is often offset by other factors limiting plant
growth, such as water and or nutrient availability and temperature and incoming solar radiation
that can be modified by changes in vegetation structure. Large-scale plant mortality through fire,
soil moisture drought, and/or temperature changes also impact successional processes that
contribute to reestablishment and revegetation (or not) of disturbed ecosystems, altering the
amount and distribution of plants available to uptake CO,. With sufficient disturbance, it has
been argued that forests could, on net, turn into a source rather than a sink of CO, (Seppila
2009).

Climate-induced changes in the horizontal (for example, landscape to biome) and vertical (soils
to canopy) structure of terrestrial ecosystems also alter the physical surface roughness and
albedo, as well as biogeochemical (carbon and nitrogen) cycles and biophysical
evapotranspiration and water demand. Combined, these responses constitute climate feedbacks
by altering surface albedo and atmospheric GHG abundances. Drivers of these changes in
terrestrial ecosystems include changes in the biophysical growing season, altered seasonality,
wildfire patterns, and multiple additional interacting factors (Ch.10: Land Cover).

Accurate determination of future CO, stabilization scenarios depends on accounting for the
significant role that the land biosphere plays in the global carbon cycle and feedbacks between
climate change and the terrestrial carbon cycle (Hibbard et al. 2007). Earth System Models
(ESMs) are increasing the representation of terrestrial carbon cycle processes, including plant
photosynthesis, plant and soil respiration and decomposition, and CO, fertilization, with the
latter based on the assumption that an increased atmospheric CO, concentration provides more
substrate for photosynthesis and productivity. Recent advances in ESMs are beginning to
account for other important factors such as nutrient limitations (Thornton et al. 2007; Brzostek et
al. 2014; Wieder et al. 2015). ESMs that do include carbon-cycle feedbacks appear, on average,
to overestimate terrestrial CO, uptake under the present-day climate (Anav et al. 2013; Smith et
al. 2016) and underestimate nutrient limitations to CO, fertilization (Wieder et al. 2015). The
sign of the land carbon-cycle feedback through 2100 remains unclear in the newest generation of
ESMs (Friedlingstein et al. 2006, 2014; Wieder et al. 2015). Eleven CMIP5 ESMs forced with
the same CO, emissions scenario—one consistent with RCP8.5 concentrations —produce a range
of 795 to 1145 ppm for atmospheric CO, concentration in 2100. The majority of the ESMs (7 out
of 11) simulated a CO, concentration larger (by 44 ppm on average) than their equivalent non-
interactive carbon cycle counterpart (Friedlingstein et al. 2014). This difference in CO, equates
to about 0.4°F (0.2°C) more warming by 2100. The inclusion of carbon-cycle feedbacks does not

Subject to Final Copyedit 116 28 June 2017



O 00 3 N L

10

12
13
14
15
16
17
18
19

20
21
22
23
24

25
26
27
28
29
30
31
32
33
34
35

36
37

CSSR 50D: FINAL CLEARANCE Chapter 2

alter the lower-end bound on climate sensitivity, but, in most climate models, inclusion pushes
the upper bound higher (Friedlingstein et al. 2014).

OCEAN CHEMISTRY, ECOSYSTEM, AND CIRCULATION CHANGES

The ocean plays a significant role in climate change by playing a critical role in controlling the
amount of GHGs (including CO,, water vapor, and N,0O) and heat in the atmosphere (Figure 2.7).
To date most of the net energy increase in the climate system from anthropogenic RF is in the
form of ocean heat (Rhein et al. 2013; see Box 3.1 Figure 1). This additional heat is stored
predominantly (about 60%) in the upper 700 meters of the ocean (Johnson et al. 2016 and see
Ch. 12: Sea Level Rise and Ch. 13: Ocean Changes). Ocean warming and climate-driven
changes in ocean stratification and circulation alter oceanic biological productivity and therefore
CO, uptake; combined, these feedbacks affect the rate of warming from radiative forcing.

Marine ecosystems take up CO, from the atmosphere in the same way that plants do on land.
About half of the global net primary production (NPP) is by marine plants (approximately 50 +
28 GtCl/year; Falkowski et al. 2004; Carr et al. 2006; Chavez et al. 2011). Phytoplankton NPP
supports the biological pump, which transports 2—12 GtC/year of organic carbon to the deep sea
(Doney 2010; Passow and Carlson 2012), where it is sequestered away from the atmospheric
pool of carbon for 200—-1,500 years. Since the ocean 1s an important carbon sink, climate-driven
changes in NPP represent an important feedback because they potentially change atmospheric
CO, abundance and forcing.

There are multiple links between RF-driven changes in climate, physical changes to the ocean
and feedbacks to ocean carbon and heat uptake. Changes in ocean temperature, circulation and
stratification driven by climate change alter phytoplankton NPP. Absorption of CO, by the ocean
also increases its acidity, which can also affect NPP and therefore the carbon sink (see Ch. 13:
Ocean Changes for a more detailed discussion of ocean acidification).

In addition to being an important carbon sink, the ocean dominates the hydrological cycle, since
most surface evaporation and rainfall occur over the ocean (Trenberth et al. 2007; Schanze et al.
2010). The ocean component of the water vapor feedback derives from the rate of evaporation,
which depends on surface wind stress and ocean temperature. Climate warming from radiative
forcing also is associated with intensification of the water cycle (Ch. 7: Precipitation Change).
Over decadal timescales the surface ocean salinity has increased in areas of high salinity, such as
the subtropical gyres, and decreased in areas of low salinity, such as the Warm Pool region (see
Ch. 13: Ocean Changes; Durack and Wijfels 2010; Good et al. 2013). This increase in
stratification in select regions and mixing in other regions are feedback processes because they
lead to altered patterns of ocean circulation, which impacts uptake of anthropogenic heat and
CO,.

Increased stratification inhibits surface mixing, high-latitude convection, and deep-water
formation, thereby potentially weakening ocean circulations, in particular the Atlantic
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Meridional Overturning Circulation (AMOC) (Andrews et al. 2012; Kostov et al. 2014; see also
Ch. 13: Ocean Changes). Reduced deep-water formation and slower overturning are associated
with decreased heat and carbon sequestration at greater depths. Observational evidence is mixed
regarding whether the AMOC has slowed over the past decades to century (see Sect. 13.2.1 of
Ch. 13: Ocean Changes). Future projections show that the strength of AMOC may significantly
decrease as the ocean warms and freshens and as upwelling in the Southern Ocean weakens due
to the storm track moving poleward (Rahmstorf et al. 2015; see also Ch. 13: Ocean Changes).
Such a slowdown of the ocean currents will impact the rate at which the ocean absorbs CO, and
heat from the atmosphere.

Increased ocean temperatures also accelerate ice sheet melt, particularly for the Antarctic Ice
Sheet where basal sea ice melting is important relative to surface melting due to colder surface
temperatures (Rignot and Thomas 2002). For the Greenland Ice Sheet, submarine melting at
tidewater margins is also contributing to volume loss (van den Broeke et al. 2009). In turn,
changes in ice sheet melt rates change cold- and freshwater inputs, also altering ocean
stratification. This affects ocean circulation and the ability of the ocean to absorb more GHGs
and heat (Enderlin and Hamilton 2014). Enhanced sea ice export to lower latitudes gives rise to
local salinity anomalies (such as the Great Salinity Anomaly; Gelderloos et al. 2012) and
therefore to changes in ocean circulation and air—sea exchanges of momentum, heat, and
freshwater, which in turn affect the atmospheric distribution of heat and GHGs.

Remote sensing of sea surface temperature and chlorophyll as well as model simulations and
sediment records suggest that global phytoplankton NPP may have increased recently as a
consequence of decadal-scale natural climate variability, such as the El Nifio-Southern
Oscillation, which promotes vertical mixing and upwelling of nutrients (Bidigare et al. 2009;
Chavez et al. 2011; Zhai et al. 2013). Analyses of longer trends, however, suggest that
phytoplankton NPP has decreased by about 1% per year over the last 100 years (Behrenfeld et al.
2006; Boyce et al. 2010; Capotondi et al. 2012). The latter results, although controversial
(Rykaczewski and Dunne 2011), are the only studies of the global rate of change over this
period. In contrast, model simulations show decreases of only 6.6% in NPP and 8% in the
biological pump over the last five decades (Laufkotter et al. 2015). Total NPP is complex to
model, as there are still areas of uncertainty on how multiple physical factors affect
phytoplankton growth, grazing, and community composition, and as certain phytoplankton
species are more efficient at carbon export (Jin et al. 2006; Fu et al. 2016). As a result, model
uncertainty is still significant in NPP projections (Frolicher et al. 2016). While there are
variations across climate model projections, there is good agreement that in the future there will
be increasing stratification, decreasing NPP, and a decreasing sink of CO, to the ocean via
biological activity (Fu et al. 2016). Overall, compared to the 1990s, in 2090 total NPP is
expected to decrease by 2%—16% and export production (that is, particulate flux to the deep
ocean) could decline by 7%—18% (RCP 8.5; Fu et al. 2016). Consistent with this result, carbon
cycle feedbacks in the ocean were positive (that is, higher CO, concentrations leading to a lower
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rate of CO, sequestration to the ocean, thereby accelerating the growth of atmospheric CO,
concentrations) across the suite of CMIP5 models.

PERMAFROST AND HYDRATES

Permafrost and methane hydrates contain large stores of methane and (for permafrost) carbon in
the form of organic materials, mostly at northern high latitudes. With warming, this organic
material can thaw, making previously frozen organic matter available for microbial
decomposition, releasing CO, and methane to the atmosphere, providing additional radiative
forcing and accelerating warming. This process defines the permafrost—carbon feedback.
Combined data and modeling studies suggest that this feedback is very likely positive (Schaefer
et al. 2014; Koven et al. 2015a; Schuur et al. 2015). This feedback was not included in recent
IPCC projections but is an active area of research. Accounting for permafrost-carbon release
reduces the amount of emissions allowable from anthropogenic sources in future GHG
stabilization or mitigation scenarios (Gonzalez-Eguino and Neumann 2016).

The permafrost—carbon feedback in the RCP8.5 emissions scenario (Section 1.2.2 and Figure
1.4) contributes 120 + 85 Gt of additional carbon by 2100; this represents 6% of the total
anthropogenic forcing for 2100 and corresponds to a global temperature increase of +0.52° +
0.38°F (+0.29° £ 0.21°C) (Schaefer et al. 2014). Considering the broader range of forcing
scenarios (Figure 1.4), it is likely that the permafrost—carbon feedback increases carbon
emissions between 2% and 11% by 2100. A key feature of the permafrost feedback is that, once
initiated, it will continue for an extended period because emissions from decomposition occur
slowly over decades and longer. In the coming few decades, enhanced plant growth at high
latitudes and its associated CO, sink (Friedlingstein et al. 2006) are expected to partially offset
the increased emissions from permafrost thaw (Schaefer et al. 2014; Schuur et al. 2015);
thereafter, decomposition will dominate uptake. Recent evidence indicates that permafrost thaw
is occurring faster than expected; poorly understood deep-soil carbon decomposition and ice
wedge processes likely contribute (Koven et al. 2015b; Liljedahl et al. 2016). Chapter 11: Arctic
Changes includes a more detailed discussion of permafrost and methane hydrates in the Arctic.
Future changes in permafrost emissions and the potential for even greater emissions from
methane hydrates in the continental shelf are discussed further in Chapter 15: Potential Surprises.
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TRACEABLE ACCOUNTS
Key Finding 1

Human activities continue to significantly affect Earth’s climate by altering factors that change
its radiative balance. These factors, known as radiative forcings, include changes in greenhouse
gases, small airborne particles (aerosols), and the reflectivity of the Earth’s surface. In the
industrial era, human activities have been, and are increasingly, the dominant cause of climate
warming. The increase in radiative forcing due to these activities has far exceeded the relatively
small net increase due to natural factors, which include changes in energy from the sun and the
cooling effect of volcanic eruptions. (Very high confidence)

Description of evidence base

The Key Finding and supporting text summarizes extensive evidence documented in the climate
science literature, including in previous national (NCA3; Melillo et al. 2014) and international
(IPCC 2013) assessments. The assertion that Earth’s climate is controlled by its radiative balance
is a well-established physical property of the planet. Quantification of the changes in Earth’s
radiative balance come from a combination of observations and calculations. Satellite data are
used directly to observe changes in Earth’s outgoing visible and infrared radiation. Since 2002,
observations of incoming sunlight include both total solar irradiance and solar spectral irradiance
(Ermolli et al. 2013). Extensive in situ and remote sensing data are used to quantify atmospheric
concentrations of radiative forcing agents (greenhouse gases [e.g. Ciais et al. 2013; Le Quéré et
al. 2016] and aerosols [e.g. Bond et al. 2013; Boucher et al. 2013; Myhre et al. 2013; Jiao et al.
2014; Tsigaridis et al. 2014; Koffi et al. 2016]) and changes in land cover (Zhu et al. 2016; Mao
et al. 2016; Ju and Masek 2016), as well as the relevant properties of these agents (for example,
aerosol microphysical and optical properties). Climate models are constrained by these observed
concentrations and properties. Concentrations of long-lived greenhouse gases in particular are
well-quantified with observations because of their relatively high spatial homogeneity. Climate
model calculations of radiative forcing by greenhouse gases and aerosols are supported by
observations of radiative fluxes from the surface, from airborne research platforms, and from
satellites. Both direct observations and modeling studies show large, explosive eruptions affect
climate parameters for years to decades (Robock 2000; Raible et al. 2016). Over the industrial
era radiative forcing by volcanoes has been episodic and currently does not contribute
significantly to forcing trends. Observations indicate a positive but small increase in solar input
over the industrial era (Kopp 2014; Kopp et al. 2016; Myhre et al. 2013). Relatively higher
variations in solar input at shorter (UV) wavelengths (Floyd et al. 2003) may be leading to
indirect changes in Earth’s radiative balance through their impact on ozone concentrations that
are larger than the radiative impact of changes in total solar irradiance (Ermolli et al. 2013;
Bolduc et al. 2015; Gray et al. 2010; Lockwood 2012; Seppéli et al. 2014), but these changes are
also small in comparison to anthropogenic greenhouse gas and aerosol forcing (Myhre et al.
2013). The finding of an increasingly strong positive forcing over the industrial era is supported
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by observed increases in atmospheric temperatures (see Ch. 1: Our Globally Changing Climate)
and by observed increases in ocean temperatures (Ch. 1: Our Globally Changing Climate; Ch.
13: Ocean Changes). The attribution of climate change to human activities is supported by
climate models, which are able to reproduce observed temperature trends when RF from human
activities is included, and considerably deviate from observed trends when only natural forcings
are included (Ch. 3: Detection and Attribution, Figure 3.1).

Major uncertainties

The largest source of uncertainty in radiative forcing (both natural and anthropogenic) over the
industrial era is quantifying forcing by aerosols. This finding is consistent across previous
assessments (e.g., IPCC 2007; IPCC 2013). The major uncertainties associated with aerosol
forcing is discussed below in the Traceable Accounts for Key Finding 2.

Recent work has highlighted the potentially larger role of variations in UV solar irradiance,
versus total solar irradiance, in solar forcing. However, this increase in solar forcing uncertainty
is not sufficiently large to reduce confidence that anthropogenic activities dominate industrial-era
forcing.

Assessment of confidence based on evidence and agreement, including short description of
nature of evidence and level of agreement

There is very high confidence that anthropogenic radiative forcing exceeds natural forcing over
the industrial era based on quantitative assessments of known radiative forcing components.
Assessments of the natural forcings of solar irradiance changes and volcanic activity show with
very high confidence that both forcings are small over the industrial era relative to total
anthropogenic forcing. Total anthropogenic forcing is assessed to have become larger and more
positive during the industrial era, while natural forcings show no similar trend.

Summary sentence or paragraph that integrates the above information

This key finding is consistent with that in the IPCC Fourth Assessment Report (AR4) (IPCC
2007) and Fifth Assessment Report (ARS) (IPCC 2013); namely, anthropogenic radiative forcing
is positive (climate warming) and substantially larger than natural forcing from variations in
solar input and volcanic emissions. Confidence in this finding has increased from AR4 to ARS,
as anthropogenic GHG forcings have continued to increase, whereas solar forcing remains small
and volcanic forcing near-zero over decadal timescales.
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Key Finding 2

Aerosols caused by human activity play a profound and complex role in the climate system
through radiative effects in the atmosphere and on snow and ice surfaces and through effects on
cloud formation and properties. The combined forcing of aerosol-radiation and aerosol—cloud
interactions is negative (cooling) over the industrial era (high confidence), offsetting a substantial
part of greenhouse gas forcing, which is currently the predominant human contribution. The
magnitude of this offset, globally averaged, has declined in recent decades, despite increasing
trends in aerosol emissions or abundances in some regions. (Medium to high confidence)

Description of evidence base

The Key Finding and supporting text summarize extensive evidence documented in the climate
science literature, including in previous national (NCA3; Melillo et al. 2014) and international
(IPCC 2013) assessments. Aerosols affect the Earth’s albedo by directly interacting with solar
radiation (scattering and absorbing sunlight) and by affecting cloud properties (albedo and
lifetime).

Fundamental physical principles show how atmospheric aerosols scatter and absorb sunlight
(aerosol-radiation interaction), and thereby directly reduce incoming solar radiation reaching the
surface. Extensive in situ and remote sensing data are used to measure emission of aerosols and
aerosol precursors from specific source types, the concentrations of aerosols in the atmosphere,
aerosol microphysical and optical properties, and, via remote sensing, their direct impacts on
radiative fluxes. Atmospheric models used to calculate aerosol forcings are constrained by these
observations (see Key Finding #1).

In addition to their direct impact on radiative fluxes, aerosols also act as cloud condensation
nuclei. Aerosol—cloud interactions are more complex, with a strong theoretical basis supported
by observational evidence. Multiple observational and modeling studies have concluded that
increasing the number of aerosols in the atmosphere increases cloud albedo and lifetime, adding
to the negative forcing (aerosol-cloud microphysical interactions) (e.g., Twohy 2005; Lohmann
and Feichter 2005; Quaas et al. 2009; Rosenfeld et al. 2014). Particles that absorb sunlight
increase atmospheric heating; if they are sufficiently absorbing, the net effect of scattering plus
absorption is a positive radiative forcing. Only a few source types (for example, from diesel
engines) produce aerosols that are sufficiently absorbing that they have a positive radiative
forcing (Bond et al. 2013). Modeling studies, combined with observational inputs, have
investigated the thermodynamic response to aerosol absorption in the atmosphere. Averaging
over aerosol locations relative to the clouds and other factors, the resulting changes in cloud
properties represent a negative forcing, offsetting approximately 15% of the positive radiative
forcing from heating by absorbing aerosols (specifically, black carbon) (Bond et al. 2013).

Modeling and observational evidence both show that annually averaged global aerosol ERF
increased until the 1980’s and since then has flattened or slightly declined (Wild 2009; Szopa et
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al. 2013; Stjern and Krisjansson 2015; Wang et al. 2015), driven by the introduction of stronger
air quality regulations (Smith and Bond 2014; Fiore et al. 2015). In one recent study (Myhre et
al. 2017), global-mean aerosol RF has become more less negative since IPCC ARS (Myhre et al.
2013), due to a combination of declining sulfur dioxide emissions (which produce negative RF)
and increasing black carbon emissions (which produce positive RF). Within these global trends
there are significant regional variations (e.g., Mao et al. 2014), driven by both changes in aerosol
abundance and changes in the relative contributions of primarily light-scattering and light-
absorbing aerosols (Fiore et al. 2015; Myhre et al. 2017). In Europe and North America, aerosol
ERF has significantly declined (become less negative) since the 1980s (Marmer et al. 2007,
Philipona et al. 2009; Murphy et al. 2011; Leibensperger et al. 2012; Kiihn et al. 2014; Turnock
et al. 2015). In contrast, observations show significant increases in aerosol abundances over India
(Babu et al. 2013; Krishna Moorthy et al. 2013), and these increases are expected to continue
into the near future (Pietikainen et al. 2015). Several modeling and observational studies point to
aerosol ERF for China peaking around 1990 (Streets et al. 2008; Li et al. 2013; Wang et al.
2013), though in some regions of China aerosol abundances and ERF have continued to increase
(Wang et al. 2013). The suite of emissions scenarios used for future climate projection (i.e., the
scenarios shown in Ch. 1: Our Globally Changing Climate, Figure 1.4) includes emissions for
aerosols and aerosol precursors. Across this range of scenarios, globally averaged ERF of
aerosols is expected to decline (become less negative) in the coming decades (Szopa et al. 2013;
Smith and Bond 2014), reducing the current aerosol offset to the increasing RF from GHGs.

Major uncertainties

Aerosol—cloud interactions are the largest source of uncertainty in both aerosol and total
anthropogenic radiative forcing. These include the microphysical effects of aerosols on clouds
and changes in clouds that result from the rapid response to absorption of sunlight by aerosols.
This finding, consistent across previous assessments (e.g., Forster et al. 2007; Myhre et al. 2013),
is due to poor understanding of how both natural and anthropogenic aerosol emissions have
changed and how changing aerosol concentrations and composition affect cloud properties
(albedo and lifetime) (Boucher et al. 2013; Carslaw et al. 2013). From a theoretical standpoint,
aerosol—cloud interactions are complex, and using observations to isolate the effects of aerosols
on clouds is complicated by the fact that other factors (for example, the thermodynamic state of
the atmosphere) also strongly influence cloud properties. Further, changes in aerosol properties
and the atmospheric thermodynamic state are often correlated and interact in non-linear ways
(Stevens and Feingold 2009).

Assessment of confidence based on evidence and agreement, including short description of
nature of evidence and level of agreement

There is very high confidence that aerosol radiative forcing is negative on a global, annually
averaged basis, medium confidence in the magnitude of the aerosol RF, high confidence that
aerosol ERF is also, on average, negative, and low to medium confidence in the magnitude of
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